
GPU PROGRAMMING
Through external scientific libraries
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The complexity of GPUs programming
A complex software environment
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Different hardwares compatibility Compiler vs. Driver/Lib version

Different languages and API



The complexity of GPUs programming
Memory handling 
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Data transfers in both directions



The complexity of GPUs programming
Example on Adastra MI250 partition
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Complexity of the connections
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The complexity of GPUs programming
Example on Adastra MI250 partition

Data transfer throughput: non uniform
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The complexity of GPUs programming
Asynchronism handling



7

The complexity of GPUs programming
Fine grain parallelism, high number of parallel tasks

A100 → ~6k cores, ~700k threads
GEMM N=2000 → 4M parallel tasks
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Find the good external library 

 Find the nice library with appropriate features

 Avoid white elephant, be precise about features needs

 Software quality: tests, releases, stable API, neat documentation, active issues system

 Allows to focus on our algorithms level
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Examples of external libraries
Python ecosystem

Nvidia, numpy on CUDA GPUs Numpy and Scipy on CUDA (+/-AMD Roc) GPUs
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Examples of external libraries
C/C++, Fortran ecosystem, GPU vendors libraries 

Dense, Sparse and Tensor linear algebra, FFT, DNN
Nvidia GPUs

AMD ROCm equivalence

Intel oneAPI ...
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Examples of external libraries
C/C++, Fortran ecosystem, not vendor specific 

MAGMA Ginkgo

Linear algebra, 1 node of CPUs + GPUs
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Examples of external libraries
C/C++, Fortran ecosystem, Distributed (MPI)

 MUMPS
 PaStiX
 HPDDM



13

Examples of external libraries
C/C++, Fortran ecosystem, using StarPU runtime system 

https://solverstack.gitlabpages.inria.fr/

Dense and Sparse linear algebra, multi nodes CPUs + GPUs

https://solverstack.gitlabpages.inria.fr/
https://solverstack.gitlabpages.inria.fr/
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GEMM directly with CUDA

GEMM CUDA

 Need to handle host and device arrays

 Need to code a kernel

 Need to handle each GPU one by one

 Need to handle asynchronism
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Using external libraries : example Chameleon

GEMM Chameleon (StarPU)

 Stay focused on traditionnal host arrays

 No need to code the function, just call it, 
(a data conversion is often necessary)

 Execute on any number of workers (CPUs + GPUs)

 Can call several algorithms without synchronization 
to let tasks being interleaved = optimization
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Using external libraries, Distributed (MPI)

MPI GEMM Chameleon (StarPU)

 User can provide a function to fill a given tile, 
with its specific metadata (some parameters, a file, ...)



Merci. Des questions ?
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