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ABSTRACT

Estimating the symbolic music similarity is one of the ma-
jor open problems in the music information retrieval research
domain. Existing systems consider sequences of notes char-
acterized by pitches and durations. Similarity estimation
is mainly based on variations of pitches and durations and
does not consider any other musical elements. However, mu-
sical elements such as tonality or rhythm are particularly
important in the perception of music. In this paper we pro-
pose to investigate some algorithmic improvements that al-
low edit-based systems to take into account important musi-
cal elements: tonality, passing notes, strong and weak beats.
These elements are illustrated with a few monophonic mu-
sical examples which lead to important errors in usual sys-
tems. First experiments with these examples show that the
improvements induced are significant. Furthermore, experi-
mental results obtained with the MIREX 2005 database are
very good. All the results are thus very promising since they
confirm that considering musical information improves the
accuracy of music retrieval systems.

Categories and Subject Descriptors

H.3.3 [Information storage and retrieval]: Information
Search and Retrieval

General Terms
Algorithms

Keywords
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1. INTRODUCTION

Music information retrieval research area involves new
methods for classification, indexation and retrieval of mu-
sical audio signals. One of the main open problems of this
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area is the estimation of music similarity between symbolic
musical pieces. Measuring similarity between sequences is a
well-known problem in computer science which has applica-
tions in many fields [10, 6]. However, musical sequences are
characterized by specific properties. That is the reason why
developing efficient and accurate algorithms implies to take
into account sound perception and music analysis. In this
paper, we propose an investigation of algorithmic improve-
ments based on musical analysis. In section 1, we introduce
edit-based systems on which the studies described are based.
In section 2, we present and describe the musical properties
we propose to take into account. We finally show in section
3 the results of experiments performed on both examples
and collections.

1.1 Edit-based Systems

Several techniques for evaluating symbolic music similar-
ity have been introduced during the last few years. Geomet-
ric algorithms consider geometric representations of melodies
and compute the distance between objects. Some systems
[16] are closely linked to the well-known piano-roll represen-
tation. Other geometric systems represent notes by weighted
points [14].

Another algorithm adapted from string matching domain
has been proposed in [2]. N-grams techniques involve count-
ing the distinct terms that the query and a potential answer
have in common. It is important to note that this algo-
rithm applied for the computation of the similarity measure
(counting the matching subsequences) does not take into ac-
count the musical properties of the music.

In the early seventies, [8] and then [17] proposed algo-
rithms which compute a similarity measure between two
strings of symbols as the minimum score sequence of ele-
mentary operations needed to transform one of the strings
into the other. Given two strings of symbols S; and S2 of
respective lengths |S1| and |S2| (for example the number of
notes in melodies), a set of elementary operators on strings,
called edit operations, and a score associated to each edit op-
eration, a score between these two strings is defined as the
score of the sequence of edit operations that transforms S
into S2 with minimum score. This similarity measure makes
use of the dynamic programming principle to achieve an al-
gorithm with quadratic complexity, i.e. in O(]S1| X |S2|).

This approach have been applied in the monophonic mu-
sical context by Mongeau and Sankoff [7] and a few improve-
ments have been recently proposed [4]. Edit-based systems
are very flexible: they permit to take into account musical
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Figure 1: Analysis of a musical piece allows to iden-
tify the different functions of the notes and their
placement inside the bar. Above the notes, “x” tags
the importance of the note regarding the tonality
limited to the tonic and the dominant tones (respec-
tively G and D for a G Major tonality here). “v” is
used to identify the passing note and “o0” for a note
on the weak part of the beat (which is not a passing
note). Under the staff, “4+” stands for the strong
beats and “7” for the weak ones.

properties by adapting the computation of the scores of edit
operations. That is why all the studies presented here are
based on these edit-based systems.

1.2 Musical Information

Even if edit-based systems are very precise in the mono-
phonic context, several other improvements have to be inves-
tigated. One of the major proposals is to take into account
musical information to adapt these algorithms to music con-
text for being more efficient in this case. It is also the aim
of [5] for example which proposes to use cognitive struc-
tures based on the Implication-Realization model of Eugene
Narmour. We prefer here to use musical analysis to pro-
pose simple rules that can improve edit-based systems with
musical theory elements, by considering the tonality or the
harmonic function of the notes in a musical piece for ex-
ample. These notions are linked to the traditional western
music and focus our studies and results on the popular and
traditional western music.

Thus, we think that a preliminary music analysis may
highlight the properties that help listeners to perceptually
discriminate two musical patterns, because it allows to iden-
tify the important notes in the melody regarding the tonal-
ity for example. This analysis may therefore lead to the
modification of edit operations specific to music. The notes
located on the stronger beats in a bar could therefore be
considered as more important than the other ones and can
be weighted more than the notes placed on the weak beats
in an edit-based algorithm

2. MUSICAL ELEMENTS

We expose in this section some elements of music theory.
These notions explain why some notes can be considered as
more important than others in a musical piece. It allows
us to propose some rules for melodic similarity which are
intuitive to humans since they are sensible to western music
codes. Indeed, we consider that few persons are familiar with
harmonic rules of western music but notions like tonality or
pulse are perceptively pertinent for the most of them, with
the permanent influence of pop music, ring tones or music
in video games.

As we want to improve an existent edit-based algorithm,
our method consists in implementing first some simple mu-
sical notions with an evaluation of the results. A more com-

plex and entire approach of the tonality will then be study
later and can be motivated by the works exposed in [12] or
[1]. Figure 1 is a musical piece useful to highlight the differ-
ent elements of music theory we introduce in the following.

2.1 Tonality

One of the most important characteristics of the tradi-
tional western music is certainly the tonality. Several algo-
rithms have already been proposed to estimate the tonality
of a musical piece, for example [9, 1]. It is a system of music
in which certain hierarchical pitch relationships are based
on a note called tonic. The tonic is the pitch upon which all
the other pitches of a piece are hierarchically centered. The
scale associated to a tonality begins by the tonic. Each note
of the scale is denoted by a degree and the the fifth degree
is called dominant. The triad formed on the tonic note, the
tonic chord, is the most important chord for the tonality,
but only the tonic and the fifth does not change with the
mode. In western tonal music, these two degrees are the
most important. They are often used and their succession
composes for example the perfect cadence that commonly
ends a musical piece. In the G major or in the G minor one,
tonic is the note G and dominant is the note D, like in the
example of the Figure 1.

We propose some music examples to demonstrate the in-
terest of this notion for similarity systems based on Day
Tripper from The Beatles (Figure 2). Even if we have re-
moved and changed a lot of notes in the piece 2(b), we have
preserved the tonic and dominant notes in the variation.
The resulting sound is thus close to the original one. The
reader may want to hear this sound and the followings on
http://dept-info.labri.fr/“hanna/MIRO07/.

To implement this tonality rule, a difference in semi-tones
(modulo 12) of each note with the tonic is computed in our
system. A note is assumed to be important and is therefore
marked when the difference equals 0 (it is a tonic note) or 7
(dominant), Computation of edit scores takes into account
these marked notes by increasing the score when two marked
notes match: a fixed value sy, is added. Thus, the musi-
cal sequence alignment encourages matches between these
marked notes.

2.2 Passing Notes

The second rule we propose concerns the passing notes
in a musical piece. A passing note is generally defined in a
polyphonic context as a non-harmonic tone, a note which is
not a part of the chord that is formed by the other notes
sounding at the time. It is a note of a part starting at one
chord tone and moved up or down by diatonic or chromatic
intervals through one or more non-chord tones until resolv-
ing to another chord tone. This definition can be used with
monophonic music if the tonality is known, where the pass-
ing note is not part of the chord of this tonality. There is
one occurrence of a passing note in Figure 1. The musical
example from Day Tripper presented by Figure 2(c) is per-
ceptually close to the original piece even if it differs because
of the insertion of passing notes.

The algorithm we propose detects the passing notes of
musical pieces. As explained before, a passing note is a
note between two others in a constant movement (ascending
or descending) which is diatonic or chromatic. We decided
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Figure 2: (a) Piece of Day Tripper (The Beatles) (b) Variation with conservation of the tonic and the dominant
of the E Major tonality, respectively E and B (c¢) Variation with insertion of passing notes between the notes
of the melody (d) Variation with conservation of the notes placed on the beats.

therefore to mark all the notes whose pitch interval with its
neighbours is less or equals to two semi-tones, and whose the
pitch variations with these neighbours are opposed, like with
a positive variation with the precedent note and negative one
with the following note. The edit scores are computed ac-
cording to the information about the passing notes by chang-
ing the insertion/deletion score associated to marked notes.
This edit score is less important than the usual substitu-
tion/insertion score. Thus, the insertion or the deletion of
passing notes is less penalized by the similarity system.

2.3 Strong and Weak Beats

The bar is a segment of time in a musical piece defined as
a given number of beats of a given duration. In function of
their position in the bar, the beats can be strong or weak
with parts that are also strong or weak. These differences are
indicated in western music notation by the time signature.
It means that the notes placed on strong beats or on the
strong part of a beat are more important than the others.
Most popular music is in 4/4 time, where the strong beats
are the first and the third in the bar. In triple meter music
there is only one strong beat, the first. The readers could
refer to [11] for other types of time signature. Even they are
placed on weak beats in the bar, we can distinguish that the
notes are on the strong part of the beat, as opposite to the
weak part. Two quavers beginning on a beat are therefore
not perceptually equal and the first one is more important.
An example of the different strengths is illustrated by Figure
1. As done for the other rules, we have built a musical piece
perceptually close to the Day Tripper song by conserving
almost all the notes that are on the beats (Figure 2(d)).

Our implementation assumes the knowledge of the time

signature of the compared musical pieces. This time signa-
ture is often indicated in MIDI files. We also assume the
knowledge of the duration of a beat (also indicated in MIDI
files). The algorithm proposes to mark the notes placed on
the beats. A weight is associated to each of these notes,
depending of the strength of the beat. As described just
above, in 4/4 time, the strong beats are the first (a weight 4
is given), and the third (weight 2) of the bars. Other beats
are weighted with 1, and the other notes, which are not on
the beats, are not weighted. The algorithm takes into ac-
count these weighted notes by favouring matches between
notes on strong beats, and by not penalizing insertion or
deletion of notes on the weak part of the beat.

3. EXPERIMENTS

In this section, we propose some experiments in order to
evaluate the improvements induced by the elements of music
theory explained in the previous section. The edit-based
system studied is the one presented in [4], and is very similar
to the Mongeau and Sankoff algorithm [7].

3.1 MIREX 2005 Collection

First experiments concern the evaluation of the improved
system. One of the main problem in the music informa-
tion retrieval domain is the problem of the evaluation of
the system proposed. The first Music Information Retrieval
Evaluation eXchange (MIREX) [3] is a contest whose goal is
to compare state-of-the-art algorithms and systems relevant
for Music Information Retrieval. During this first contest,
an evaluation topic about symbolic melodic similarity has
been performed. Participants have discussed the process of



evaluation and proposed an evaluation procedure. The ex-
periments presented in this section are based on these pro-
cedures.

The RISM A /II (International inventory of musical sources)
collection is composed of one half-million notated real world
compositions. The incipits are symbolically encoded music.
They are monophonic and contain between 10 and 40 notes.
During MIREX 2005, 11 incipits have been randomly chosen
from the RISM collection. A ground truth has been estab-
lished [13] by combining ranked lists that were created by
35 music experts. A tested system returns a ranked list of
incipits estimated melodically similar to the query proposed.
A few measures are then used to compute a score according
to the corresponding ground truth. A specific measure has
been proposed: the Average Dynamic Recall (ADR) [15]. It
takes into account the ranked groups of the ground truth
by indicating how many of the documents that should have
appeared before or at a given position in the result list ac-
tually have appeared. The higher the ADR measure is, the
more accurate the tested system is.

The improved algorithm has been tested with the MIREX
2005 database according to the ADR measure. These data
are composed of 11 queries and 580 incipits in the database
collection. Table 1 shows the results obtained.

Algorithm Author Average ADR
Improved

edit-based system 77
Edit distance I/R Grachten 66
N-grams Orio 65
Simple N-grams Uitdenbogerd 64
Geometric Typke 57
Geometric Lemstrom 56
Edit distance Lemstrom 54
Hybrid Frieler 52

Table 1: Results of the evaluation of some retrieval
systems during MIREX 2005 compared to the re-
sults obtained by the improved retrieval system.

The improved edit-based system obtains very impressive
results compared to the ones obtained by similar systems
during MIREX 2005. For example, the average ADR is 77
whereas it is only 54 for similar system, and 66 for the system
that takes into account cognitive structures. Moreover, the
algorithm proposed is significantly the most precise. In the
following, we investigate some musical examples to illustrate
and explain this global increase of precision.

3.2 Musical Examples

In this section, the experiments proposed are based on the
musical examples presented in the previous section. We also
consider the RISM A/II collection, but the number of incip-
its constituting the collection is about 17000. All the musical
examples described in this paper have also been symbolically
encoded as MIDI files.

Similarity between musical pieces is estimated as a sim-
ilarity score. It is important to note that these scores are
not distances, and thus are not normalized. The higher the
score is, the more similar are the musical pieces compared.
The maximum score is the score obtained when comparing

a musical piece with itself. In the following, tables show
the different results of the similarity estimation system with
and without the algorithmic improvements by considering
music theory elements. The similarity scores are presented
and can be compared to the maximum score (denoted max
score). Variations of Day Tripper melody (Figure 2) are con-
sidered as the query pieces. They are compared to each piece
of the RISM collection and to the original melody. The rank
of the corresponding piece, i.e. the original Beatles melody,
is shown (denoted RISM rank, ideally 1). The maximum
score obtained with a piece from the RISM collection is also
indicated (denoted RISM maxz).

3.2.1 Tonality

The first experiments estimate the improvements due to
the tonality information. As previously explained in sec-
tion 2, the musical piece 2(b) (Figure 2) sounds very similar
to the original piece of The Beatles. However, since the se-
quence of notes is strongly different, the similarity estimated
by existing edit-based systems is low. Table 2 shows the dif-
ferent results of the similarity estimation system with and
without the algorithmic improvement based on tonality in-
formation. The piece 2(b) is considered as the query and
table 2 shows the similarity score obtained when comparing
this query to the original piece of The Beatles.

Algorithm | Original system | Improved system
Score 19.8 21.1

Max score 29.1 30.4

RISM max 21.2 21.2

RISM rank 3 3

Table 2: Improvements of the similarity edit-based
system when considering tonality information.

Results show that the similarity score between the piece
2(b) and the original Beatles melody increases when the sim-
ilarity system consider tonality properties. As expected, the
modification of the score values for matching operation leads
to the increase of score (21.1 instead of 19.8) if the number
of important tonal notes (tonic or dominant) is important in
both the query and the piece tested. The amount of this in-
crease highly depends on the value of the coefficient sy, (see
section 2). However, the results with the RISM collection is
a bit disappointing. The Beatles original piece reaches only
the third rank and the score 21.1 obtained is far from the
maximum score 30.4 whereas the two pieces sound very sim-
ilar. One possibility would be to increase the value of the
coefficient sy., but experiments show that it degrades the
general accuracy of the similarity system. Other musical
information like harmony for example could be useful.

3.2.2 Passing Notes

Other experiments have been performed in order to evalu-
ate the improvement of the system when considering passing
notes. As previously explained in section 2, the musical piece
2(c) (Figure 2) sounds very similar to the original piece of the
Beatles. The piece 2(c) is composed of several passing notes
which are not as perceptually important as the other notes.
Table 3 shows the different results of the similarity estima-



tion system with and without the algorithmic improvement
based on passing notes. The piece 2(c) is considered as the

query.
Algorithm | Original system | Improved system
Score 18.1 22.3
Max score 29.1 29.1
RISM max 18.6 22.2
RISM rank 2 1

Table 3: Improvements of the similarity edit-based
system when considering passing notes.

Here again, the results show that the score increases (22.3
instead of 18.1) if the insertion and the deletion of passing
notes are less penalized. In the example of the piece 2(c),
the score becomes higher than the score 22.2 obtained by
the most similar piece of the RISM collection, which does
not sound similar to the Beatles piece. The algorithmic im-
provement proposed, based on passing notes, thus permits
to correct this potential error.

3.2.3 Srong and Weak Beats

The experiments presented in this section evaluate the
improvement based on the analysis of the strong and weak
beats. As previously explained in section 2, the musical piece
2(d) (Figure 2) sounds very similar to the original piece of
The Beatles. The piece 2(d) is composed of the notes corre-
sponding to the strong beats. These notes are perceptually
important. Table 4 shows the different results of the simi-
larity estimation system with and without the algorithmic
improvement based on strong and weak beats. The piece
2(d) is considered as the query.

Algorithm | Original system | Improved system
Score 15.6 20.7

Max score 29.1 30.4

RISM max 15.8 18.1

RISM rank 2 1

Table 4: Improvements of the similarity edit-based
system when considering strong and weak beats.

The results show that considering strong and weak beats
permits to increase the similarity score obtained for the com-
parison of the piece 2(d) tested and the original Beatles
melody (20.7 instead of 15.6). Furthermore, by considering
strong and weak beats, the similarity scores obtained with
the pieces of the RISM database (maximum 18.4) are lower
than the score obtained with the Beatles melody (20.7). In
the case of the piece 2(d), the algorithmic improvement re-
sults in correcting a potential error.

Concerning the strong and weak beats, we propose an-
other musical example. One of the main applications of
music similarity systems is the query-by-humming/singing
systems. If users would have to sing or whistle a melody
with fast notes, several notes would be missing. The exam-
ple we choose to illustrate this limitation is the Toccata and

Fugue in D minor by J.S. Bach. Figure 3 shows a melody
extracted from this musical piece and two pieces that are
assumed to be queries. The first query 3(b) is very similar
to what a lot of people would probably sing: several notes of
the original piece are not present. The second query 3(c) has
been created by deleting the same number of notes, but not
the same. Although the number of missed notes is impor-
tant, the first query 3(b) sounds very similar to the original
piece 3(a), but the second one 3(c) sounds very different.
Nevertheless, existing systems may consider the second one
as more similar to the original piece.

Piece (b)
Algorithm | Original system | Improved system
Score 13.3 27.7
Max score 30.9 34.3
RISM max 21.7 23.4
RISM rank > 20 1
Piece (c)
Algorithm | Original system | Improved system
Score 19.2 23.4
Max score 30.9 34.3
RISM max 21.8 26.1
RISM rank 14 5

Table 5: Improvements of the similarity edit-based
system when considering strong and weak beats.

Table 5 shows the different results of the similarity estima-
tion system with and without the algorithmic improvement
based on strong and weak beats. The pieces 3(b) and 3(c)
of the figure 3 are considered as the queries. Without im-
provement, the similarity system estimates that the query
3(c) is more similar than the query 3(b) to the original Bach
melody (19.2 instead of 13.3), contrary to the listening tests.
But the results clearly show that the improvement proposed
permits to estimate the piece 3(b) as more similar to the
original Bach piece. The score obtained is 27.7 instead of
23.4 for the piece 3(c) which sounds less similar. Further-
more, the improvement allows the original Bach piece to
reach the first rank in the RISM collection (the most similar
piece of the RISM collection is only 23.4).

3.24 General Improvement

In the previous experiments, algorithmic improvements
have been successively tested. In this section, we propose to
consider the similarity system with all the improvements
previously described: tonality, passing notes, strong and
weak beats. The computation of the scores associated to
edit operations takes into account all the information de-
scribed in section 2. For now the combination of these mod-
ifications for the calculation of scores is rather naive. The
bonus scores for important notes are added (strong beats,
tonal notes) whereas the lack of penalization is considered in
the case of passing notes or in the case of notes on the weak
part of beats. In the future, this combination scheme will
certainly have to be investigated in order to be improved.

Table 6 presents different results obtained by the similar-
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Figure 3: (a) Piece of the Toccata and Fugue in D minor (Bach) (b) Here is a variation where a lot of notes
have been removed, except the notes which are on the beats. (c) On the opposite, this variation is built by
removing several notes that were on the beats. The number of the notes is nearly the same in (b) and (c)
but the results are perceptually very different: only the variation (b) sounds similar to the original version.

Without improvement
Query | Score | Rank correct piece | RISM top rank
2(b) | 19.8 3 21.2
2(c) | 18.1 2 18.6
2(d) | 15.6 2 15.8
3(b) | 13.3 > 20 21.7
3(c) | 19.2 14 218
With improvement
Query | Score | Rank correct piece | RISM top rank
2(b) | 22.3 1 21.7
2(c) | 25.1 1 22.7
2(d) | 18.1 1 22.0
3(b) | 28.3 1 235
3(c) | 245 3 26.1

Table 6: Evaluation of the improvements of the sim-
ilarity edit-based system.

ity estimation system with and without all the algorithmic
improvements. Results clearly shows that the improvements
increase the accuracy of the similarity system in the case
of the musical examples presented in this paper. For each
query, the algorithm allows now to retrieve the correct cor-
responding musical piece (Beatles or Bach piece) from the
RISM collection whereas it is not always the case without
the improvements. For example, without improvement, the
most similar variation 3(b) of Bach melody obtains a lower
score than the other variation 3(c) (13.3 instead of 19.2).
But with improvements, the score associated to the varia-
tion 3(b) reaches the highest value (28.3).

4. CONCLUSION

In this article we indicate how musical information can
improve musical similarity edit-based systems. As a first ap-
proach, we have introduced new rules which consider basic

music theory elements to match in a better way two mu-
sical pieces which are perceptually close but possibly very
different regarding their number of notes or their rhythm.
We have implemented three new rules about the tonality,
the passing notes and the position of the notes in the bars
of a musical piece. If the results of the tonality rule is not
so impressive for the moment, other rules improve clearly
the existing systems and allow us to better match similar
musical pieces. After these first good results, we plan now
to evaluate the new rules on a great number of music docu-
ments.

In the future, we aim at studying if the analysis of the
harmony of a musical piece — especially the notes composing
the chords for each bar of the piece — could be more efficient
than using the tonality of the whole piece. The idea is to
highlight the root note and the fifth of these chords instead
of the tonic and the dominant of the tonality. One other
perspective is to propose some new rules. A note surrounded
by a big interval ascending before and a big one descending
after, like note C in the sequence G C G is generally an
important note, and it is not a non-chord tone. Figure 4
illustrates this notion.

Furthermore, we think that some new experiments about
the rules proposed are necessary and require a new mono-
phonic database with various pieces of traditional or pop-
ular western music. We are convinced that our new ap-
proach of music similarity will help us to deal successfully
with polyphonic music. Finally we imagine also to match
polyphonic music documents at least on three different lev-
els : one for comparing the melodic sequences, one for the
chord sequences and the third for the key sequences which
would take modulations into account. The chord or key se-
quences could be obtain with the Spiral Array model for
tonality [1] for example. Let us imagine what could be the
main interest of using this hierarchy of levels for detecting
similarities: only the pieces of a database that would be sim-
ilar on higher level would be compared at the melodic level.
It would give also a fair way to deal easily with polyphonic
sounds reduced to a monophonic sequence of chords.
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Figure 4: (a) Piece of L’autumno from The Four Seasons (Vivaldi). Variation with conservation of the note C
rather than the last note F in the bar in (b) and the inverse in (c). We removed the same number of notes
in the variations (b) and (c) but (b) is much more similar to the original piece (a). We project to add a rule
for this case: a note surrounded by a big ascending interval before and a big descending one after (or the
inverse) is musically and perceptually more important than others.
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