
VISUALISATION OF MUSICAL STRUCTURE BY APPLYING IMPROVED
EDITING ALGORITHMS

Pierre Hanna, Matthias Robine and Pascal Ferraro
SIMBALS Project

LaBRI - University of Bordeaux 1
F-33405 Talence cedex, France

firstname.name@labri.fr

ABSTRACT

This paper presents a method for visualising the musical
structure of symbolic monophonic music. This method is
based on the computation of a similarity matrix that ex-
hibits repetitions. Some recent techniques are very accu-
rate when the different parts of the structure are repeated
with few variations. If it is generally the case in the con-
text of the Western popular music, musically similar seg-
ments may also exhibit significant variations of tonality
(global or local transpositions), instrumentation or tempo
for example. It is particularly true with Western classi-
cal music. We consider symbolic representation of mu-
sic to be able to take into account more musical infor-
mation. Editing algorithms compute a similarity score
between symbolic musical sequences. Several improve-
ments have been proposed during the last few years. We
propose to directly apply these algorithms. The method
induced computes a similarity score between overlapping
segments. It enables the visualisation of the musical struc-
ture, even in the cases of local variations. Experiments on
musical pieces illustrate the improvements induced by this
new approach.

1. INTRODUCTION

Automatic analysis of the structure of musical pieces is
one major open problem of the Music Information Re-
trieval research area. This analysis may be very useful
for very different applications such as music comparison,
classification or visualisation. Moreover, once the general
structure is known, it is then easier to focus on each part to
detect finer variations (local variations), or the repetitions
of short patterns such as sequences of chords. Visualising
the structure of a musical piece may also help the listener
to understand the artistic intentions of the composer. Rep-
etition is an important tool for composing music (hope-
fully often with variation and contrast), it is thus one of
the main properties of music. At different levels, mu-
sic can be analyzed as a self-similar structure. A general
structure (for example the ABA form of a minuet) is often
composed of a few parts (exposition of a theme, devel-
opment, etc), which may be also composed of repetitions
of patterns. The automatic extraction of these structures
at different levels is a very difficult problem. It generally
relies on the estimation of similarity between the different
parts of a given musical piece. In this paper, we propose to

adapt existing methods for the estimation of the melodic
similarity to compute similarity matrices that exhibit repe-
titions into a musical piece. In Section 2, existing systems
for the computation of similarity matrices are presented
and the originality of our approach is detailed. Then, the
algorithm proposed for the computation of similarity is
described in Section 3. A few experiments with music are
presented in Section 4, before discussing the limitations
and the future work in the last Section.

2. SIMILARITY MATRIX

One of the main methods for the visualisation of the mu-
sical structure of audio music relies on the computation
of a matrix [6] denotedM(i, j), which indicates the sim-
ilarity between framesi andj of the same musical piece.
Frames represent a small time interval of music. The sim-
ilarity is generally indicated by a scores: the higher the
scores(i, j), the more similar the framesi andj. An im-
age is then computed according to this matrix by defin-
ing each pixel colorp(i, j) to the corresponding similarity
scores(i, j). Since the similaritys(i, i) is maximum, the
diagonalp(i, i) of such image is easily identifiable. In this
paper, we propose to associate dark colors to high similar-
ity scores (the opposite choice is made in [6] for exam-
ple). That’s why the main diagonal will appear black on
a mainly white background. Such images clearly allow
the visualisation of the structure of musical pieces. Dark
zones indicate similar regions. In particular, dark diago-
nal lines (different from the main diagonal) will exhibit
repeated parts such as theme, chorus, verse, etc. Figure
1 shows an example of such a self-similarity matrix. The
musical structure is manually annotated and corresponds
to dark diagonals.

Existing approaches essentially consider audio signals.
Features are extracted directly from audio samples. The
first main features applied were the mel frequency cep-
stral coefficients (MFCC) [6]. These coefficients are es-
timated from the smoothed spectrum of the audio signal
and primarily describe the timbral properties of the sound.
Considering only these coefficients implies limitations of
structural analysis systems. Indeed, many popular mu-
sic pieces are composed of one repeated chorus, played
successively with different instruments : for example, the
first chorus can be played by a singer with a single pi-
ano whereas the second chorus can be repeated with many
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Figure 1. Visualisation of musical structure of themin-
uet part of theWater Music Suite No.1 in F(Haendel)
by a self-similarity matrix computed with the method de-
scribed in this paper. The structure has been manually
annotated.

other instruments (drums, guitar, etc.). However these dif-
ferent parts cannot be analyzed as repetitions of the same
part. This important limitation leads researchers to con-
sider other features describing in a better way tonal in-
formation, since the harmonic information is one of the
main information (tonality, chords, etc) that induces the
structure of music. In [2], chroma-based representations
(chromagram or pitch class) are applied for encoding mu-
sical structure. Experiments showed that musical structure
analysis is improved by using such representations. Other
researches investigate the possibility to take into account
local musical variations such as tempo deviations or key
transpositions [11].

Following this way, we propose in this paper to inves-
tigate methods for musical structure analysis that enable
the detection of repetitions even with local musical vari-
ations. Some recent techniques are very accurate when
the different parts of the structure are repeated with few
variations. If it is generally the case in the context of the
Western popular music, musically similar segments may
also exhibit significant variations of tonality (global or lo-
cal transpositions) or tempo for example [10]. We aim
at developing a system that takes into account such varia-
tions. This investigation requires to develop systems that
consider elements of musical theory, in particular infor-
mation associated to harmonic content. Such systems can
become very complex, as it will be explained in the next
Section 3. Therefore we restrain for now our study to
symbolic monophonic music. In monophonic music, no
more than one note is sounded at any given time. This
restriction is discussed in Section 5. The originality of
the method presented in this paper relies on the consider-
ation of symbolic melodic similarity whereas the existing
methods generally consider audio features or representa-
tions that regroup several properties.

3. SYMBOLIC MELODIC SELF-SIMILARITY

Representing music with symbols is the basis of the score
notation. Musical structure analysis is generally performed
by music experts by considering such notation. No timbral
information is thus taken into account. Then considering
symbolic representation of musical pieces may help to de-
velop efficient systems that automatically analyze musi-
cal structure. Symbolic representations regroup harmonic
properties under the form of note sequences. Each note
is defined by a few properties such as pitch, duration or
dynamic. We propose here to study the improvements en-
abled by considering such symbolic representation of mu-
sic.

Previous experiments of structural analysis from sym-
bolic music have been proposed in the last few years. In
[5], a self-similarity image of a Bach’s piece is presented.
This image has been generated from a symbolic format
(MIDI file) by applying the simple following algorithm:
matrix valueM(i, j) is colored white if the two notesi
andj have the same pitch (theymatch), it is colored black
otherwise. This approach is limited in the case of varia-
tions, and also because only one note at the time is con-
sidered. However, note intervals are very important for
the musical analysis. We thus propose to improve such
method by considering intervals instead of absolute pitch,
by considering also relative note duration and by taking
into account weighted matches according to the conso-
nance.

In the approach introduced in [5], only two cases are
considered for note-to-note comparison: two notes are the
same or not. This induces black or white pixels. However,
the relations between two notes are more complex. For in-
stance, replacing aC note in a pattern with aG note (fifth)
may slightly modify the pattern in comparison with sub-
stituting with aC# note. The relation between two notes
may be correlated to the consonance interval. Therefore,
we propose to assign to each pair of notes different simi-
larity scores. This choice leads to the computation of gray
images instead of black and white. For example, the fifth
(7 semitones) and the third major or minor (3 or 4 semi-
tones) are the most consonant intervals in Western music
[8] and are associated with a high score, which will im-
ply dark gray colors. Note that determining this score ac-
cording to the consonance interval is totally different than
determining it according to the pitch difference (in semi-
tones for example).

Another improvement concerns local variations due to
modulations, key changing or transpositions. Modulations
frequently occur in classical music. In popular music,
several pieces are composed of repetitions of choruses or
verses that are transposed. It is important to be able to
detect repetitions, even in these cases. We propose in this
purpose to apply another well-known representation for
the pitch. On the contrary of theabsolutepitch representa-
tions, theintervalrepresentation is transposition invariant,
since it is simply the number of semitones between two
successive notes [13]. Using this representation, two pat-
terns will be represented with the same sequence of sym-
bols, even if one of this pattern is transposed.

Previous approaches do not take into account note du-



rations. When considering symbolic music, it is yet im-
portant to consider this information and to combine it with
the pitch information [4]. That’s why we propose to calcu-
late a similarity score between two notes according these
two factors. The process of computation of this score re-
lies on the one presented in [9]. Furthermore, patterns
may be repeated at different tempi. Using the same ap-
proach as the one described previously for the pitch and
the transposition invariance, we propose then to represent
durations with relative values (ratio between two succes-
sive note durations).

All these improvements have been implemented and
experimented but limitations still appeared when trying to
visualise structures of a musical piece. Indeed, by consid-
ering only one note-to-note comparison (more precisely
two notes for relative/interval representations) for each
pixel, the information is very localized whereas the anal-
ysis of high level musical structures requires more global
information, and thus more successive notes. That’s why
we propose to compare segments of notes to other seg-
ments of notes. The lengthl of the segment is fixed and the
segments overlap. The matrix valueM(i, j) represents
the similarity between the segment(i, i + 1, · · · , i + l)
and the segment(j, j +1, · · · , j + l). All the properties of
the similarity matrix described in Section 2 are preserved.
Depending on the lengthl of the segments, the similar-
ity matrix may exhibit low-level (with lowl) or high-level
(with high l) musical structure. Considering segments of
notes have already been proposed in [3] but the authors
conclude that important limitations still remain, in partic-
ular in the cases of local transpositions or tempo varia-
tions. The question of the similarity estimation between
segments of notes is raised.

Several techniques for evaluating symbolic music simi-
larity have been introduced during the last few years: geo-
metric algorithms or algorithms adapted from string match-
ing domain. Editing algorithms compute a similarity mea-
sure between two strings of symbols as the minimum score
sequence of elementary operations needed to transform
one of the strings into the other. This similarity mea-
sure makes use of the dynamic programming principle to
achieve an algorithm with quadratic complexity. Similar-
ity scores can be normalized and are values in the range
[0; 1] (1 corresponds to a perfect similarity whereas low
values indicate low similarity). This approach have been
applied in the monophonic musical context by Mongeau
and Sankoff [9] and a few improvements have been re-
cently proposed [4]. Edit-based systems are very flexi-
ble: they permit to take into account musical properties
by adapting the computation of the scores of edit opera-
tions.

Some recently proposed improvements are very inter-
esting in the context of the visualisation of the musical
structure. In [1] a new dynamic programming algorithm
is proposed that take into account multiple local transpo-
sitions. The representation of pitch is absolute and the
algorithm estimates the optimal transposition. It is impor-
tant to note that several transpositions are allowed inside
the musical pieces being compared. Applying this algo-
rithm allows the detection of local transpositions inside
each segment. Other improvements concern local vari-

ations such as the presence of passing notes [12]. Tak-
ing into account such musical elements allows the algo-
rithm to detect high similarity between segments that are
composed of some different notes but which are musically
similar.

4. EXPERIMENTS

Experiments have been performed with monophonic MIDI
files. The track containing the theme has been extracted,
or a track regrouping the main melody from different in-
strument has been created. Considering these manually
sequenced MIDI files avoid errors that may be induced by
an automatic transcription process. Images are computed
from similarity matrices such that the maximum similarity
is indicated by black pixels. The length of the segments
has been fixed to6 notes in order to be able to visualise
short repetitions. Experiments show that this size also al-
lows the visualisation of the global musical structure.

The first experiments we performed concern themin-
uet part of theWater Music Suite No.1 in F(HWV 348)
by Haendel. Figure 1 shows the similarity matrix com-
puted with the improved editing algorithm explained in
this paper. Diagonals indicate that parts of the musical
piece on the vertical axis are detected as similar than other
parts of the same piece on the horizontal axis. By consid-
ering other diagonals than the main diagonal, the general
structureABA of a minuet is thus visible, with diagonals
concentrated in big different squares. For each part, some
patterns are also repeated. For example, the patterna1 is
repeated4 times since there are4 little diagonals on its
line (i.e.3 times in partA then1 in A′).
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Figure 2. Self-similarity matrix of the songIn the
year 2525computed with usual editing algorithm (left)
and with improved algorithm (right): repeated modulated
parts becomes visible.

In order to evaluate the accuracy of our method, the
visualisation has been performed on musical pieces com-
posed of repeated parts with variations. The songIn the
year 2525by Zager and Evans is composed of a part (cho-
rus) that is repeated8 times [11]. Two repetitions are mod-
ulations by a minor second, two others are modulations by
major second. Figure 2 (left part) shows the similarity ma-
trix obtained by our system without considering variations
such as modulations. This figure can be compared to the
right part of Figure 2 obtained by taking into account local
variations. All the repeated parts are visible in this image.

Another example is given by Figure 3 with the simi-
larity matrix of thefinal of the Firebird Suiteby Stravin-
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Figure 3. Self-similarity matrix of the pieceFirebird
computed with usual editing algorithm (left) and with im-
proved algorithm (right): repeated modulated patterns be-
come visible.

sky. Here again, several repetitions with local variations
become visible with the improved algorithm.

5. CONCLUSION AND PERSPECTIVES

We have proposed to experiment the adaptation of im-
proved editing algorithms to the visualisation of the mu-
sical structure of musical pieces. Experiments show the
advantages of considering musical information in order to
take into account local variations. Two main limitations
still remain. The first one is the monophonic assumption.
For now, the editing algorithm are still under development
for considering polyphonic music. A few studies have al-
ready been proposed [7] but improvements are still neces-
sary. When these methods will be more precise, the ap-
proach proposed in this paper may directly be applied to
polyphonic music. The second limitation is that we only
consider symbolic representation of music. However, sev-
eral algorithms for automatic transcription have been pro-
posed. Experiments have to be performed with such sys-
tems in order to test the robustness of the combination of
these methods. Otherwise, adaptations of the algorithm
proposed with chromagram may be proposed.

An important perspective is the automatic clustering
of musical pieces by considering the similarity matrices
showed in this paper. We aim at experimenting existing
segmentation methods to obtain the general structure of
any musical piece (for exampleABA for the minuet of
Figure 1).

We have shown that considering symbolic music may
lead to more precise music analysis systems. The ap-
proach presented here is limited to the melodic similarity,
and may be extended to other musical elements such as
rhythm, harmony, etc.
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