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LOGICS
TDO : Natural deduction

Propositionnal calculus

Exercise 0.1 NJ

Give a proof within system NJ for the formulas :
F(B— 1)« —B

FA——--A

F—-——A4—-A

F(=AV-B)— —(AAB)

F=(AV B) < (WAA-B)

F-=(AV-A)

F(A— B) — (-B — —A)

Exercise 0.2 NK

Give a proof within system NK for the formulas :
F-—A— A

FAvV-A

F=(AANB)—-AV-B

(=B —-A)— (A— B)

Exercise 0.3 De Bruijn’s numbering
Let ® be some first-order formula and p a leaf of the planar tree P(®) that represents this
formula. If p is labeled by a variable v € V, we define its De Bruijn’ s number by :

N(p) = —1lifwvisfreeatp
N(p) := Card{q€ Dom(P(®)) |r<q=<p,P(®)(q) € QV,P(®)(q) ¢ Qfv}}
if P(®)(r) € Q{v} and Vg, (r < g < p = P(®)(q) ¢ Q{v}).

In words : N(p) is the number of the first quantification of the variable v that is encountered
when “ climbing” the tree from position p up to the root. One defines then the planar tree

DB(®) by

Dom(DB(®)) := Dom(P(®))
DB(®)(p) := (P(®))(p) if (P(®))(p) is a connective or a symbol of the signature
DB(®)(p) := Q if (P(®))(p) € QV where @ is a quantifier
DB@®)(p):=  N(p) i (P(®))(p) €V and N(p) >0
DB(®)(p) := v if (P(®))(p) € V and N(p) = —1

1- Show that, if ®, @ are first-order formulas, ® =, @' if and only if DB(®) = DB(®’).
2- Show that ® — DB(®) can be computed in linear time.



3- Construct an algorithm that takes in input (®,v,t) where ® is a first-order formula, v is a
variable and ¢ is a term and returns a representative of ®[v :=t].
4- Describe an algorithmic method allowing, given a first-order formula ¥ to compute all the
formulas ®, up to a-equivalence, such that there exists some variable v and some term ¢ such
that

Olv:=t] =, V.

Exercise 0.4 variables that are linked several times
The “ four-squares theorem” asserts that, every natural integer can be written as a sum of
four squares. Using the signature S = {F; P, M }, this theorem can be expressed by :

V- Jy1 - Fy2 - Fys - Jya - E(x, P(M (y1,y1), P(M (y2, y2), P(M (y3,y3), M (y4,v4)))))

Could you express the same theorem by a formula that uses three variables only ?
Exercise 0.5

What do you think about the following “ proofs” ?
IS

1—P(x)F P(z) (axiom)

2—P(x)FVx-P(x) (1,Vintro)

3—P(x)F Py) (2,Ylim)

4= F P(2) > P(y) (3, ~velim)

5- Yy P(x) > P(y) (4 Vinwo)

6—F Va vy P(.%') - P(y) (57vintro)

Y *

1-Vz-z2=2FVz-z2=2z (axiom)
2—Vz-z=zFax=2 (1,Yelm)
3—Vz-z=zF3y- 2=y (2,Vintro)
4—Vz-z=zFVx-Jy-z=9y (3,Yintro)
5—Vz-z=2F3y-SWW)=vy (4,Vlim)

Exercise 0.6 NJ

Give a NJ proof for the following formulas :
- (Y2P(2) AVYQ()) — Y2(P(2) A Q(2))

- (V2P (@) A 3yQ(y) — 32(P(2) A Q(2))

F -3z P(z) <> Vz—-P(x)
F3zP(x) — —Vz—-P(x)
F 3z-P(z) - —VzP(x)

Exercise 0.7 NK

Give a NK proof for the following formulas :
F [=Vz - =P(z)] — 3z - P(z)]

F[Vz- (RV R (x))] = [RVVz- R ()]



