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## Constructing Kitaev's Toric Code

Kitaev's code:

- Qubits indexed by edges of a toric tiling
- CSS stabiliser code $\left(\mathbf{H}_{X}, \mathbf{H}_{Z}\right)$
- Orthogonality condition: $\mathbf{H}_{X} \mathbf{H}_{Z}^{\top}=\mathbf{0}$


Figure: Elementary cocycles and cycles meet in an even number of edges

## Parameters of Kitaev's Toric Code

- Toric tiling of size $m \times m \rightarrow m^{2}$ vertices, $2 m^{2}$ edges
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## Parameters of Kitaev's Toric Code

- Toric tiling of size $m \times m \rightarrow m^{2}$ vertices, $2 m^{2}$ edges
- Parameters of the toric code:
- Length: $n=2 m^{2}$
- Dimension: $n-\operatorname{rank} \mathbf{H}_{X}-\operatorname{rank} \mathbf{H}_{Z}=2$
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## Parameters of Kitaev's Toric Code

- Toric tiling of size $m \times m \rightarrow m^{2}$ vertices, $2 m^{2}$ edges
- Parameters of the toric code:
- Length: $n=2 m^{2}$
- Dimension: $n-\operatorname{rank} \mathbf{H}_{X}-\operatorname{rank} \mathbf{H}_{Z}=2$
- Minimum distance: $d=m=\sqrt{n / 2}$


Figure: Non trivial cycles of smallest weight

## Decoding Kitaev's Toric Code

$Z$-error pattern $\rightarrow$ error vector $\mathbf{e} \in \mathbb{F}_{2}^{n}$
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$Z$-error pattern $\rightarrow$ error vector $\mathbf{e} \in \mathbb{F}_{2}^{n}$

- Input: syndrome measurement $\sigma(\mathbf{e}):=\mathbf{H}_{X} \mathbf{e}^{\top}$
- Output: $\hat{\mathbf{e}} \in \mathbb{F}_{2}^{n}$ such that $\sigma(\hat{\mathbf{e}})=\sigma(\mathbf{e})$
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## Decoding Kitaev's Toric Code

$Z$-error pattern $\rightarrow$ error vector $\mathbf{e} \in \mathbb{F}_{2}^{n}$

- Input: syndrome measurement $\sigma(\mathbf{e}):=\mathbf{H}_{X} \mathbf{e}^{\top}$
- Output: $\hat{\mathbf{e}} \in \mathbb{F}_{2}^{n}$ such that $\sigma(\hat{\mathbf{e}})=\sigma(\mathbf{e})$
- Successful decoding: $\mathbf{e}+\hat{\mathbf{e}}$ is in the row space of $\mathbf{H}_{Z}$


Figure: $\mathbf{e}+\hat{\mathbf{e}}$ is a trivial cycle
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## Worst case behaviour?

What is the smallest weight of an error pattern for which decoding fails?

## Example of Renormalisation Decoding



Figure: Decoding problem on a toric tiling. Input: syndrome of an error vector $\mathbf{e}$
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## Example of Renormalisation Decoding



Figure: Decoding problem on the subtiling. Input: syndrome of the vector $\mathbf{e}+\hat{\mathbf{e}}$
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Figure: Decoding finishes.
All syndromes vertices have been paired-up

## Example of Renormalisation Decoding



Figure: Syndrome of the error vector $\mathbf{e}$

## Example of Renormalisation Decoding



Figure: Output vector ê after the $1^{\text {st }}$ reduction step

## Example of Renormalisation Decoding



Figure: Output vector $\hat{\mathbf{e}}$ after the $2^{\text {nd }}$ reduction step
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Figure: 2: Locally pair up neighbouring syndrome vertices in $B$ and $C$ cells
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Figure: 1: Locally pair up diagonally opposed syndrome vertices in $D$ cells


Figure: 2: Locally pair up neighbouring syndrome vertices in $B$ and $C$ cells


Figure: 3: Shift remaining syndrome vertices in $A$ cells to their top-left corner

## Analysis over the Bit-Flip Channel


(a) Randomly generated error pattern.

(b) Pattern proposed by the decoder.

(c) Sum of the two patterns.

Figure: Successful decoding cycle.
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(a) Randomly generated error pattern.

(b) Pattern proposed by the decoder.

(c) Sum of the two patterns.

Figure: Unsuccessful decoding cycle.

## Analysis over the Bit-Flip Channel



Figure: Results of the Monte Carlo simulations over the bit-flip channel.
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Construction of 1-dimensional wrongly decoded error patterns:

$$
d=2^{0}
$$

Figure: $\mathbf{e}_{0}$ is a minimal cycle of the toric tiling of size $1 \times 1$

## Analysis over the Adversarial Channel

Construction of 1-dimensional wrongly decoded error patterns:

$$
\begin{aligned}
& d=2^{0} \\
& d=2^{1}
\end{aligned}
$$

Figure: $\mathbf{e}_{1}$ is a half a cycle of the toric tiling of size $2 \times 2$
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Construction of 1-dimensional wrongly decoded error patterns:

$$
\begin{aligned}
& d=2^{0} \\
& d=2^{1} \\
& d=2^{2}
\end{aligned}
$$

Figure: $\mathbf{e}_{2}$ is a preimage of $\mathbf{e}_{1}$ on the toric tiling of size $4 \times 4$

## Analysis over the Adversarial Channel

Construction of 1-dimensional wrongly decoded error patterns:

$$
\begin{aligned}
& d=2^{0} \\
& d=2^{1} \\
& d=2^{2} \\
& d=2^{3}
\end{aligned}
$$



Figure: $\mathbf{e}_{3}$ is a preimage of $\mathbf{e}_{2}$ on the toric tiling of size $8 \times 8$

## Analysis over the Adversarial Channel

Construction of 1-dimensional wrongly decoded error patterns:


Figure: $\mathbf{e}_{4}$ is a preimage of $\mathbf{e}_{3}$ on the toric tiling of size $16 \times 16$

## Analysis over the Adversarial Channel

Construction of 1-dimensional wrongly decoded error patterns:


Figure: $\mathbf{e}_{5}$ is a preimage of $\mathbf{e}_{4}$ on the toric tiling of size $32 \times 32$
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Construction of 1-dimensional wrongly decoded error patterns:


Figure: Weights of the error patterns

## Upper Bound on the Error-Correcting Radius

There exist wrongly decoded error patterns whose weight scale like $d^{1 / 2}$.
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## Lemma

If $\mathbf{e}_{i+1}$ is a preimage of $\mathbf{e}_{i}$, then $w t_{r}\left(\mathbf{e}_{i+1}\right)+P_{i+1} \geq \frac{6}{5}\left(w t_{r}\left(\mathbf{e}_{i}\right)+P_{i}\right)$

- Apply the Lemma to a wrongly decoded error $\mathbf{e}_{k}$ : $\mathrm{wt}_{r}\left(\mathbf{e}_{k}\right)+P_{k} \geq 2\left(\frac{6}{5}\right)^{k-1}$
- Regular Hamming weight of $\mathbf{e}_{k}$ is larger than:
- reduced weight: $\mathrm{wt}\left(\mathbf{e}_{k}\right) \geq \mathrm{wt}_{r}\left(\mathbf{e}_{k}\right)$
- number of paths: $\mathbf{w t}\left(\mathbf{e}_{k}\right) \geq P_{k}$
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Thank you for your attention! Any questions?

