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a b s t r a c t

Augmented graphs were introduced for the purpose of analyzing the ‘‘six degrees of
separation between individuals’’ observed experimentally by the sociologist Standley
Milgram in the 60’s. We define an augmented graph as a pair (G,M) where G is an n-
node graph with nodes labeled in {1, . . . , n}, and M is an n × n stochastic matrix. Every
node u ∈ V (G) is given an extra link, called a long range link, pointing to some node
v, called the long range contact of u. The head v of this link is chosen at random by
Pr{u → v} = Mu,v . In augmented graphs, greedy routing is the oblivious routing process
in which every intermediate node chooses from among all its neighbors (including its long
range contact) the one that is closest to the target according to the distance measured in
the underlying graph G, and forwards to it. The best augmentation scheme known so far
ensures that, for any n-node graph G, greedy routing performs in O(

√
n) expected number

of steps.
Our main result is the design of an augmentation scheme that overcomes the O(

√
n)

barrier. Precisely, we prove that for any n-node graph Gwhose nodes are arbitrarily labeled
in {1, . . . , n}, there exists a stochasticmatrixM such that greedy routing in (G,M)performs
in Õ(n1/3), where the Õ notation ignores the polylogarithmic factors.
We prove additional results when the stochastic matrixM is universal to all graphs. In

particular, we prove that the O(
√
n) barrier can still be overcame for large graph classes

even if the matrix M is universal. This however requires an appropriate labeling of the
nodes. If the node labeling is arbitrary, then we prove that the O(

√
n) barrier cannot be

overcome with universal matrices.
© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Augmented graphs were defined in [18,19] for the purpose of understanding the ‘‘small world phenomenon’’, as a model
for greedy decentralized search.Precisely, augmented graphs give one framework for modeling and analyzing the ‘‘six
degrees of separation’’ between individuals observed from Milgram’s experiment [7,29], and stating that short chains of
acquaintances between any pair of individuals can be discovered in a distributedmanner. The concept of augmented graphs
has recently gained interest, and the study of navigable small-world networks has given rise to an abundant literature (cf.,
e.g., [1–3,9,12,13,15,18,23–26,33]).We refer to Kleinberg’s survey [21] on complex networks formore details on the concept
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of augmented graphs; in particular, see also [20,24,33] for different models for analyzing the small world phenomenon,
and [27] for the application of the concept of augmented graphs to the design of communication networks.
Formally, an augmentation scheme for an n-node graph G is defined by a collection ϕ = {ϕu, u ∈ V (G)} of probability

distributions, such that every node u ∈ V (G) is given a certain number of extra links pointing to some nodes, called the long
range contacts of u. Each long range contact of u is chosen at random according to ϕ by Pr{u→ v} = ϕu(v). The links of the
underlying graph G are called local links. A link from a node to one of its long range contacts is called a long range link. The
choices of the long range links are mutually independent.
For the purpose of a detailed analysis of augmented graphs, we slightly refine this definition.We define an augmentation

scheme for an n-node graph G as a pair (λ,M) where λ : V (G) → {1, . . . , n} is a one-to-one labeling of the nodes, and
M = (Mi,j) is an n × n stochastic matrix (i.e., each row consists of nonnegative real numbers summing to 1). Every node
u ∈ V (G) is given one1 long range contact v, chosen at random according toM as follows: Pr{u→ v} = Mλ(u),λ(v). Clearly,
once a node labeling λ has been fixed, and given an augmentation ϕ, the matrixM is simply defined byMλ(u),λ(v) = ϕu(v).
Our definition based on a pair (λ,M)will allow us to distinguish between several cases, includingwhether or not thematrix
M depends on the graph G, and whether or not the labeling λ depends on the matrixM . The triple (G, λ,M) defines a model
for random graphs obtained from G by adding long-range links at random according to the labeling λ and the stochastic
matrixM .
Greedy routing in augmented graphswas introduced in [18]. It is the oblivious routing protocolwhere the routing decision

taken at the current node u for a message with destination t consists in (1) selecting a neighbor v of u that is the closest
to t according to the distance in G (this choice is performed among all neighbors of u in G and the long range contact(s) of
u), and (2) forwarding the message to v. This process assumes that every node has knowledge of the distances in G. On the
other hand, every node is unaware of the long range links added to G, except its own long range link(s). Hence the nodes
have no notion of the distances in the augmented graph. (Note that the way nodes identify themselves in G, and the way
they encode distances in the graph are outside the scope of this paper. In particular, the labeling λ is solely used to augment
the graph, not for routing.)
We define the greedy diameter of (G, λ,M) as Dgreedy(G, λ,M) = maxs,t∈V (G) E(Xs,t), where Xs,t is the random variable

counting the number of steps for traveling from s to t using greedy routing in (G, λ,M). Note that the expectation here
is taken over the choices of the augmented graph, whereas the routing algorithm itself is deterministic. Let f : IN → IR
be a function. An n-node graph G is f -navigable if there exists a labeling λ and an n × n stochastic matrix M such that
Dgreedy(G, λ,M) ≤ f (n).
Lots of effort has been devoted to characterize families of graphs that are polylog(n)-navigable (cf. the survey [21]). For

instance, it is known [18] that for any fixed d ≥ 1, the d-dimensional meshes are O(log2 n)-navigable. More generally, it was
proved that all graphs of boundedball growth are polylog(n)-navigable [8] (see also [20]),whichwas even generalized in [33]
to all graphs of bounded doubling dimension. Similarly, all graphs of bounded treewidth [13], and more generally all graphs
excluding a fixedminor [1] are polylog(n)-navigable. All the augmentation schemes proposed in the aforementioned papers
are however specifically designed to apply efficiently to each of the considered classes of graphs. The uniform augmentation
scheme consists in adding long-range links whose extremities are chosen uniformly at random among all the nodes in the
graph. Peleg [30] noticed that any n-node graph is O(n1/2)-navigable using this scheme. To see why, consider the ball B of
radius

√
n centered at the target. The expected number of nodes visited until the long range contact of the current node

belongs to B is n/|B|, and thus at most
√
n. Once in B, the distance to the target is at most

√
n. Hence the O(

√
n)-navigability

of the graph. This analysis is tight in the sense that Kleinberg [18] proved anΩ(
√
n) lower bound for uniform augmentation

on 2D meshes. To the best of our knowledge, the O(n1/2) upper bound was the best known bound for arbitrary graphs until
this paper. On the other hand, it was recently proved [16] that a function f such that every n-node graph is f -navigable
satisfies f (n) = Ω(n1/

√
log n). A crucial problem in the line of work dealing with small-world network navigability is to close

the gap between these upper and lower bounds for the f -navigability of arbitrary graphs. This has been done in [14], but at
the price of relaxing the definition of greedy routing: for any connected n-node graph G and any integer k ≥ 1, there exists
X and Y an augmentation of G and a (semi)metric µ on G with stretch 2k − 1 with respect to the shortest distance metric,
such that greedy routing according to µ performs in O(k2n2/k log2 n) expected number of steps. (As a corollary, there exists
X and Y an augmentation and a (semi)metric µwith stretch O(log n) such that greedy routing according to µ performs in a
polylogarithmic expected number of steps).

1.1. Our results

We first consider augmentation schemes that are dependent on the structure of the graph, that is forwhich the stochastic
matrixM depends on the graph. Ourmain result is the design of a universal augmentation scheme that overcomes theO(

√
n)

barrier. Precisely, we prove that for any n-node graph G (and for any labeling λ of the nodes of G) there exists a stochastic
matrixM such that

Dgreedy(G, λ,M) ≤ Õ(n1/3),

where the Õ notation ignores the polylogarithmic factors.

1 All results stated in this paper also hold if O(polylog(n)) long range contacts are given to each node.
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We then consider augmentation schemes defined from stochastic matrices universal to all graphs. In this context, results
depends on whether the node labeling λ is also set a priori, or as a function of the graph G and the matrixM .
– When the node labeling λ is arbitrary, we prove that the uniform matrix U = (ui,j) with ui,j = 1

n is optimal. Precisely,
we prove that for any n× nmatrixM , there is a node labeling λ of the n-node path Pn such that Dgreedy(Pn, λ,M) ≥ Ω(

√
n).

Although this bound demonstrates the limits of augmentation schemes that work for arbitrary labeling, these schemes
remain useful. Indeed, in addition to their simplicity, they can be combined with label-dependent schemes that perform
well for specific classes of graphs but poorly in general. In particular, the uniform scheme can be combined with a scheme
that is efficient for large classes of graphs, in order to preserve the O(

√
n) greedy diameter for general graphs. This is what

is done hereafter.
–When the node labeling λ depends on the matrixM , we prove that there exists a stochastic matrixM such that, for any

n-node graph G, there exists a labeling λ for which

Dgreedy(G, λ,M) ≤ Õ
(
min{pw(G), pl(G),

√
n}
)
, (1)

where pw(G) denotes the pathwidth [31] of G, and pl(G) denotes the pathlength [11] of G. This result has many important
corollaries. In particular, such a scheme yields a polylogarithmic expected number of steps of greedy routing for large classes
of graphs such as trees and AT-free graphs, including co-comparability graphs, interval graphs and permutation graphs [5].
These classes were not captured by previous results, since in general they are neither of bounded doubling dimension nor
exclude a fixedminor. Our result is actually slightlymore general than Eq. (1), and is defined in termof the pathshape ps(G) of
the graph G, a parameter that we define for achieving better tradeoff between pathwidth and pathlength:Dgreedy(G, λ,M) ≤

Õ(min{ps(G),
√
n}). This latter bound is essentially in the sense thatwe also prove that, for any k ≤ 1

2

( n
2

)1/√log n, there exists
an n-node graph G of pathshape at most k such that, for anyM and any λ, Dgreedy(G, λ,M) ≥ Ω(k+ log n). Finally, we prove
that the dimension of the matrices used for augmenting graphs cannot be reduced significantly. Or, in other words, the size
of the labels cannot be reduced significantly. This is true if one wants to preserve a polylogarithmic greedy diameter even
just for paths. Precisely, we prove that any matrix-based augmentation-labeling scheme using labels of size ε log n for the
n-node path, 0 ≤ ε < 1, yields a greedy diameterΩ(nβ) for any β < 1

3 (1− ε).

2. An Õ(n1/3)-step augmentation scheme

The existence of an augmentation scheme overcoming the Ω(n1/2) barrier was open for some time. In this section, we
show that there do exist faster schemes.

Theorem 1. For any n-node graph G and any labeling λ of the nodes of G in {1, . . . , n}, there exists an n × n stochastic matrix
M such that Dgreedy(G, λ,M) ≤ Õ(n1/3), where the Õ notation ignores the polylogarithmic factors.

Corollary 1. Any n-node graph G can be augmented with only one long range link per node such that the expected number of
steps of greedy routing from any source to any target is Õ(n1/3).

To capture the intuition of the proof of Theorem 1, let us prove a weaker result, O(n2/5). One ingredient in the proof is
the choice of the long-range links, that cover several scales of distances. For proving O(n2/5), we use just two scales: the
long-range contact of a node u is chosen uniformly at random in V (G)with probability 1/2, and uniformly at random in Bu
with probability 1/2 where Bu is the ball centered at u of radius n2/5. Consider now greedy routing from s to t in G. Let B
be the set of the n3/5 nodes closest to t in G. The probability of any node to have its long-range contact in B is Ω(n−2/5),
hence the expected number of steps to enter B is O(n2/5). After having entered B, greedy routing reaches a node u such
that Bu ⊆ B after at most n2/5 additional steps. The second ingredient in the proof of Theorem 1 is the ability to combine
the size of B with the size of Bu. Let P be a shortest path from u to t in G, and let Q = P ∩ Bu. Let Q ′ be the segment
of Q consisting in the n

2/5

2 nodes of Q at distance at least
n2/5
2 from u. The probability for u to have its long-range link in

Q ′ is Ω(|Q ′|/|Bu|) ≥ Ω(|Q ′|/|B|) ≥ Ω(n−1/5). Therefore, a shortcut of length at least n
2/5

2 is used every O(n1/5) steps

in expectation. Since the radius of B is at most its size n3/5, using O(n1/5) times a shortcut of length at least n
2/5

2 leads to
the target t . This requires O(n2/5) steps in expectation. Hence the expected number of steps from s to t is O(n2/5) in total.
Improving from O(n2/5) to Õ(n1/3) requires the use of log n scales instead of just 2, and a more sophisticated analysis for
comparing the size of Bwith the size of the log n balls of different scales centered at the current node.

Proof. We describe the augmentation scheme explicitly. It has a hierarchical structure so that long-range links scale at all
distances, and offer the one-over-ball-size nature used in, e.g., [8,20,33]. Let G be any n-node (connected) graph. The node-
labeling λ : V (G) → {1, . . . , n} is arbitrary. Hence, for the sake of simplifying the notations, we do not distinguish u and
λ(u) for the labeling of a node u. For any node u ∈ V (G), and any integer r ≥ 0, let B(u, r) = {v ∈ V (G) | distG(u, v) ≤ r}
be the ball of radius r centered at u. G is augmented as follows. First, every node chooses independently an integer
k ∈ {1, . . . , dlog ne} uniformly at random. Then, the long range contact v of a node u that has chosen integer k is selected
uniformly at random in Bk(u) = B(u, 2k). That is, if the rank r(v) of a node v is the smallest k such that v ∈ Bk(u), then
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Mu,v =
1

dlog ne

dlog ne∑
k=r(v)

1
|Bk(u)|

.

We prove that the greedy diameter of (G, λ,M) is Õ(n1/3). Let s ∈ V (t) be the source, and t ∈ V (G) be the target. Let B be
a connected set of n2/3 closest nodes (according to distG) to t (ties are broken arbitrarily). We consider five different phases
before reaching the target.
Phase 1: Entering B. For any u ∈ V (G),

Pr(u→ B) =
∑
v∈B
Mu,v ≥

|B|
ndlog ne

=
1

n1/3dlog ne
.

Therefore the expected number of steps of greedy routing for entering B is at most Õ(n1/3).
Phase 2: Leaving B’s boundary. Since greedy routing decreases the distance to the target by at least 1 at each step, we get
that n1/3 steps after entering B, the current node u0 satisfies B(u0, n1/3) ⊆ B. Thus for k0 = b 13 log nc, Bk0(u0) ⊆ B.
Phase 3: Increasing the ball size. Starting at u0, we compute the expected number of steps required to reach a node u1 such
that t ∈ Bk1(u1) ⊆ B for some k1 ≥ k0 = b 13 log nc. For this purpose, assume that the current node u satisfies Bk(u) ⊆ B
for k ≥ k0 but t /∈ Bk(u). Let Pu be a shortest path from u to t , and let Qu = (Pu ∩ Bk(u)) \ Bk−1(u). I.e., Qu is the part of Pu
containing all nodes v at a distance from u satisfying 2k−1 < distG(u, v) ≤ 2k.

Pr(u→ Qu) ≥
|Qu|

|Bk(u)| · dlog ne

≥
|Qu|

|B| · dlog ne

=
2k−1

n2/3 · dlog ne
.

Therefore, the expected number of steps of greedy routing for reducing the distance by at least 2k−1 is at most n2/3 ·
dlog ne/2k−1. Let u′ be the current node just after this event occurs. If Bk+1(u′) 6⊆ B and t /∈ Bk(u′), then one repeats for
u′ the same arguments as for u. Again, the expected number of steps of greedy routing for reducing the distance by at least
2k−1 is at most n2/3 · dlog ne/2k−1. Hence, after 2n2/3 · dlog ne/2k−1 expected number of steps, greedy routing either reaches
the target, or reaches a node u′′ such that Bk+1(u′′) ⊆ B. If t /∈ Bk+1(u′′), we repeat for u′′ and k+1 the same reasoning as for
u and k. Eventually, greedy routing reaches the desired node u1 such that t ∈ Bk1(u1) ⊆ B for some k1 ≥ k0. The expected
number of steps from u0 to u1 is at most

2 n2/3 dlog ne
∑
k≥k0

1
2k−1

≤ 4 n2/3 dlog ne
1
2k0

∑
k≥0

1
2k

≤ 8
n2/3

2k0
dlog ne = Õ(n1/3).

Therefore, the expected number of steps of Phase 3 is at most Õ(n1/3).
Phase 4:Decreasing the ball size. Starting from node u1, we compute the expected number of steps required to reach a node
u2 such that t ∈ Bk0(u2) ⊆ B, for k0 = b 13 log nc. For this purpose, assume that the current node u satisfies t ∈ Bk(u) ⊆ B
for k1 ≥ k > k0, but t /∈ Bk−1(u). Again, we consider a shortest path Pu from u to t , and set Qu = (Pu ∩ Bk(u)) \ Bk−1(u). For
the same reason as in Phase 3,

Pr(u→ Qu) ≥
2k−1

n2/3 · dlog ne

and thus the expected number of steps of greedy routing for reducing the distance by at least 2k−1 is at most n2/3 ·
dlog ne/2k−1. When the distance has been reduced by at least 2k−1, the current node u satisfies t ∈ Bk−1(u) ⊆ B. One repeats
the same analysis until t ∈ Bk0(u) ⊆ B. Eventually, greedy routing reaches the desired node u2 such that t ∈ Bk0(u2) ⊆ B.
The expected number of steps from u1 to u2 is at most

n2/3 dlog ne
∑
k≥k0

1
2k−1
≤ Õ(n1/3).

Therefore, the expected number of steps of Phase 4 is at most Õ(n1/3).
Phase 5: Reaching the target. Since u2 is at a distance at most 2k0 ≤ n1/3 from t , the target is eventually reached after at
most n1/3 additional steps.
Each of the five phases contributes by Õ(n1/3) to the expected number of steps of greedy routing from s to t in (G, λ,M).

Therefore, the greedy diameter of (G, λ,M) is Õ(n1/3). �
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Fig. 1. Intuition of the proof of Theorem 2.

3. Matrix-based augmentation schemes

This section considers a restricted though rich class of augmentation schemes, those for which the stochastic n × n
matrix M is fixed a priori, and is universal to all (connected) n-node graphs. We call matrix-based augmentations schemes
such a class of augmentation schemes. In this context, one may either desire the scheme to be used independently from
any node-labeling, or preserve the ability to define an appropriate node-labeling that fits with the matrix M . The former
case is called name-independent. In this section, we first prove that the uniform augmentation scheme is optimal among all
name-independent matrix-based augmentation schemes. Then, we analyze matrix-based augmentation schemes when the
node-labeling can be adapted to the matrix, and prove that there is a way to design a matrix-based augmentation scheme
that performs at least as well as the uniform scheme in arbitrary graphs, but offers much better performance than the latter
for large classes of graphs.

3.1. Name-independent schemes

As we already mentioned in the introduction, the uniform matrix yields a name-independent augmentation scheme
with greedy diameter O(

√
n) for n-node graphs. The following result shows that this is optimal among all matrix-based

name-independent augmentation schemes.

Theorem 2. For any n×n stochastic matrix M, there exists a node-labeling λ of the n-node path Pn such that Dgreedy(Pn, λ,M) ≥
Ω(
√
n).

Roughly, the proof of Theorem 2 consists in finding a subset I ⊆ [1, n] of size
√
n such that

∑
i,j∈I,i6=jMi,j < 1. By labeling

a set of
√
n consecutive nodeswith the labels in I , we get a segment of the path such that all the long-range links of the nodes

in this segment point out of the segment, with constant probability (see Fig. 1). Therefore, during its journey from a source
s to a target t at distanceΩ(

√
n) in the segment, greedy routing does not find any shortcuts with constant probability. As a

consequence, the length of the journey is at leastΩ(
√
n)with constant probability, and thus E(Xs,t) ≥ Ω(

√
n).

Proof. We show that, for any augmentation matrix M of size n, there is a labeling of the n-node path with integers in
[1, n] such that the greedy diameter of the labeled path augmented using M is Ω(

√
n). Let M = (Mi,j)1≤i,j≤n be an n × n

augmentation matrix. In order to simplify the details of the proof, we make the assumption that
√
n is an integer. We claim

that:

∃I ⊆ [1, n], |I| =
√
n and

∑
i,j∈I,i6=j

Mi,j < 1.

Indeed, assume for the purpose of contradiction that, for any set I ⊆ [1, n] of cardinality
√
n, we have

∑
i,j∈I,i6=jMi,j ≥ 1. We

get
( n
√
n

)
inequalities

∑
i,j∈I,i6=jMi,j ≥ 1, one for every possible set I , each involving n−

√
n variablesMi,j’s, i 6= j. By summing

all these inequalities, we get:∑
I⊂[1,n],|I|=

√
n

∑
i,j∈I,i6=j

Mi,j ≥
(
n
√
n

)
.

On the other hand, by symmetry, each Mi,j, i 6= j, appears the same number of times in the left hand side of the above
inequality. Precisely, everyMi,j appears exactly (n−

√
n)
( n
√
n

)
/(n(n− 1)) times. We can group the many occurrences of the

variablesMi,j in sets of the form

{Mi,j, j ∈ [1, n] \ {i}}

for fixed i, 1 ≤ i ≤ n. Since, for any fixed i,
∑
j6=iMi,j ≤ 1, we get that each of these sets contributes by at most 1 to the sum.

Therefore∑
I⊂[1,n],|I|=

√
n

∑
i,j∈I,i6=j

Mi,j ≤ (n−
√
n)
(
n
√
n

)
/(n− 1) <

(
n
√
n

)
,

a contradiction. Hence, let us consider a set I , of cardinality
√
n, satisfying

∑
i,j∈I,i6=jMi,j < 1.

We assign the labels of the set I to
√
n consecutive nodes of an n-node path, in an arbitrary order. Let S be this

set of nodes, |S| = |I| =
√
n. Let X be the random variable equal to the number of long range links having distinct



P. Fraigniaud et al. / Theoretical Computer Science 410 (2009) 1970–1981 1975

extremities and both extremities in S. We have E(X) =
∑
i,j∈I,i6=jMi,j, and thus E(X) < 1. FromMarkov’s inequality, we get

Pr{X ≥ 2} ≤ E(X)/2 < 1/2. Partition the set S into three consecutive intervals S1, S2 and S3 of equal cardinality. Consider
three pairs of nodes si, ti ∈ Si, 1 ≤ i ≤ 3, such that si is at distance |Si|/3 from one extremity of Si, ti is at distance |Si|/3 from
the other extremity of Si, and si and ti are at mutual distance |Si|/3, for 1 ≤ i ≤ 3.
Let Yi be the random variable equal to the number of steps of greedy routing from si to ti for 1 ≤ i ≤ 3, and let

Y = Y1 + Y2 + Y3. Note that if the event {X = 0} occurs, none of the greedy routes between the three pairs of source
and target uses any long range link, and the number of steps is simply their mutual distance. If the event {X = 1} occurs,
the position of this single long range link in S implies that at least one of the three greedy routes, between s1 and t1, s2 and
t2, or s3 and t3 does not use any long range link. We get:

E(Y ) ≥ E(Y | X < 2) · Pr{X < 2} >
|S|
9
·
1
2
≥

√
n
18
.

Therefore, the greedy diameter of this labeled path is at least E(Y1 + Y2 + Y3)/3 which is Ω(
√
n), which completes the

proof. �

The previous result shows that no name-independent scheme can yield greedy diameter better than Ω(
√
n), even for

paths. Yet name-independent schemes remain useful. Indeed, in addition to their simplicity, they can, in certain cases, be
combined with label-dependent schemes that performwell for specific classes of graphs but poorly in general. In particular,
the uniform scheme can be combined with certain schemes that are efficient for some classes of graphs only, in order to
preserve the O(

√
n) greedy diameter for general graphs. This is proven in the next section.

3.2. An Õ(min{pw(G), pl(G),
√
n})-step matrix-based augmentation scheme

In this section, we design a matrix-based augmentation scheme (the matrix is coupled with an appropriate labeling of
the nodes) that achieves much better performance than the uniform augmentation scheme for large classes of graphs. Our
scheme is based on the new notions of treeshape and pathshape that establish a tradeoff between the two important notions
of treewidth [32] and treelength [11]. These two latter notions have been proved important in many contexts, including
algorithm design [6], compact routing [10], and information labeling [17].
Recall that a tree-decomposition [32] of a graph G is a pair (T , X) where T is a tree with node set I of finite size, and

X = {Xi, i ∈ I} is a collection of subsets of nodes. T and X must satisfy the following three conditions:

• For any u ∈ V (G), there exists i ∈ I for which u ∈ Xi;
• For any e ∈ E(G), there exists i ∈ I for which both extremities of e belong to Xi;
• For any u ∈ V (G), the set {i ∈ I | u ∈ Xi} induces a subtree of T (i.e., the subgraph of tree T induced by the set {i ∈ I|u ∈ Xi}
is connected).

The third constraint can be rephrased as: for any triple (i, j, k) ∈ I3, if j is on the path between i and k in T , then Xi ∩Xk ⊆ Xj.
The Xis are called bags.When the tree T is restricted to be a path, the resulting decomposition is called a path-decomposition.
The quality of the tree-decomposition depends on the measure that is applied to the bags Xis. Two measures have been

investigated in the past, the width [31] and the length [11]:

width(Xi) = |Xi| − 1, and length(Xi) = max
x,y∈Xi

distG(x, y)

where distG denotes the distance function in the graph G. (Note that length(Xi)may be much smaller than the diameter of
the subgraph induced by Xi; in fact Xi may even not be connected).
We introduce a new measure, the shape, that will prove very relevant to augmentation schemes.

Definition 1. The shape of a bag Xi of a tree-decomposition (T , X) of a graph G is defined by

shape(Xi) = min{width(Xi), length(Xi)}.

The shape of the tree-decomposition is the maximum of the shapes of all its bags. Finally, the treeshape of G (resp.,
the pathshape of G), denoted by ts(G) (resp., ps(G)), is the minimum, taken over all tree-decompositions (resp., path-
decompositions) of G, of the shape of the decomposition.

In this paper, we focus on pathshape. By definition, we have ps(G) ≤ pw(G) and ps(G) ≤ pl(G) for any graph G, where
pw(G) and pl(G) denotes the pathwidth and pathlength of G, respectively. More interestingly, there are graphs G for which
ps(G)� min{pw(G), pl(G)}. A trivial example is a long cycle inwhich one node is replaced by a large clique. Amore realistic
example is the n-node graph G depicted on Fig. 2, in which a set of trees are pending from the nodes of a dense core graph.
(This is in essence the structure of the Internet in which a dense backbone connects smaller domains that are internally
hierarchically organized in a tree-like structure [34]). Assume that the core contains m nodes, and that there are k trees
pending from the core, with at least three trees of depth at leastm′. On the one hand, if the core of G is the complete graph
Km then the treewidth ofG is at leastm−1, and thus pw(G) ≥ m−1. (This also holds up to a constant if the core is anm-node
bounded-degree expander [22,28]). On the other hand, since at least three paths of length at leastm′ are pending from the
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Fig. 2. A graph with small pathshape, but high pathwidth and pathlength.

core, we get by Theorem 6 of [11] that pl(G) ≥ m′. We claim that ps(G) ≤ O(D + k log n) where D is the diameter of the
core. To establish the claim, we construct the following path-decomposition. One extremity of the path is a bag containing
all nodes in the core. This bag has length D. To this bag are attached the k path-decompositions of width at most O(log n)
of the k trees pending from the core. Every bag but the core-bag in the decomposition is thus the union of at most k bags
of width at most log n. Their width is therefore at most O(k log n). By setting m ≥ Ω(n), m′ ≥ Ω(n), D ≤ O(log n), and
k ≤ O(1), we get that ps(G) ≤ O(log n)whereas min{pw(G), pl(G)} ≥ Ω(n).
We show that path-decompositionswith small shape can be used to augment efficiently all graphs using a genericmatrix

and an appropriate labeling that depends on the path-decomposition.

Theorem 3. For any n ≥ 1, there exists an n × n stochastic matrix M such that, for any n-node graph G, there exists a node
labeling λ satisfying

Dgreedy(G, λ,M) ≤ O
(
min{ps(G) · log2 n,

√
n}
)
.

As a consequence, Dgreedy(G, λ,M) ≤ O
(
min

{
pw(G) · log2 n, pl(G) · log2 n,

√
n
} )
.

Corollary 2. Any n-node graph G can be augmented with only one long range link per node such that the expected number of
steps of greedy routing from any source to any target is O

(
min

{
pw(G) · log2 n, pl(G) · log2 n,

√
n
} )
.

Roughly, the matrix M in Theorem 3 is set to simulate the distribution obtained by recursively decomposing the path
using balanced separators, like in [13]. The labeling of the nodes is based on a path-decomposition of the graph, with shape
ps(G). Bags are labeled consecutively from 1 to n, and each node takes as its label the label of some specific bag containing
it. The analysis of greedy routing is achieved following the same guideline as for the path in [18]. In fact, the O(log2 n) factor
comes from the same reasons as it appears in the analysis of greedy routing in harmonically augmented paths [18] and in
trees augmented using recursive separators [13]. There are however differences between a path and a path-decomposition.
In particular, the same bag can be visited several times. Nevertheless, the number of times a bag can be visited while routing
greedily from a source to a target is bounded by ps(G). Indeed, if the bag has width k ≤ ps(G), then it contains k nodes, and
each of them can be visited only once. If the bag has length k ≤ ps(G), then its diameter is at most k, and thus a shortest
path will not traverse more than k nodes in the bag. There is therefore a slowdown of at most ps(G) between greedy routing
in a path and greedy routing in a path-decomposition of shape ps(G). The formal proof is given below.

Proof. We start by describing the matrixM , then we describe the node-labeling λ, and finally we analyze greedy routing in
the graph G augmented by (G, λ,M).
To every integer x ≥ 1, we define the level of x, denoted by level(x), by

level(x) = max{k ≥ 0, x ≡ 0 mod 2k}.

Thus level(x) corresponds a unique integer k ≥ 0 such that x = 2k + α2k+1 for some non-negative integer α. An integer x
of level k has ancestors y(j), j ≥ 0, of respective level k+ j, defined as follows:

y(j) = (x÷ 2k+j+1) ∗ 2k+j+1 + 2k+j

where ÷ denotes the integer division. In other words, if x = 2k +
∑
i≥k+1 xi2

i with xi ∈ {0, 1} for all i, then y(j) =
2k+j +

∑
i≥k+j+1 xi2

i. The set of all ancestors of x is denoted by A(x). (the terminology ‘‘ancestor’’ comes from the fact
that this relation applied between consecutive levels induces an infinite binary tree whose leaves are all integers at level 0,
i.e., all odd integers).
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Let A = (ai,j)1≤i,j≤n be the n × n matrix defined as follows. Assume n satisfies 2ν−1 ≤ n < 2ν for some integer ν ≥ 1.
Then

ai,j =
{ 1
1+log n if j ∈ A(i) ∩ [1, n];
0 otherwise.

A is an augmentation matrix because any index i of level k ≥ 0 has at most ν − k ancestors in [1, n], and ν − k ≤ 1+ log n
for every k ≥ 0. Let U = (ui,j)1≤i,j≤n be the uniform matrix, i.e., ui,j = 1

n for all i, j. We defineM = (Mi,j)1≤i,j≤n by

M = (A+ U)/2.

That is,Mi,j = 1
2 (ai,j + ui,j) for all 1 ≤ i, j ≤ n. The role of the matrix A, together with the labeling λ, is to enable long jumps

between bags of a path-decomposition of the considered graph. These jumps are structured according to the hierarchy
induced by the different node-levels, and by the ancestor relation. Finding the appropriate long jump requires roughly
O(ps(G) · log n) expected number of steps, and there are O(log n) long jumps to be performed. The role of the uniform
matrix U is to take care of graphs with large pathshape. It proceeds in parallel with A so as to guarantee that greedy routing
does not take more than O(

√
n) expected number of steps in total. The two matrices A and U can be run in parallel while

preserving their respective good behavior thanks to the oblivious nature of greedy routing, and to the name-independent
nature of the uniform augmentation.
Let G be a connected graph of n nodes, and let (P, X) be a path-decomposition of G, of optimal shape ps(G). Let b be the

number of bags of the decomposition, i.e., the number of nodes of P . W.l.o.g., we can assume b ≤ n. Indeed, we can restrict
ourselves to reduced path-decompositions (i.e., path-decompositions in which no bag is contained in another one) without
increasing the shape because if Y ⊆ Y ′ then shape(Y ) ≤ shape(Y ′). It is easy to show that the number of bags of a reduced
path-decomposition does not exceed max{1, n− 1} for an n-node connected graph (cf., e.g., [4]). Label the bags X1, . . . , Xb
of P consecutively from one extremity of the path to the other. This labeling induces a labeling of the nodes of G as follows.
Let u ∈ V (G), and let us define

Iu = {i ∈ [1, b], u ∈ Xi}.

By definition of path-decomposition, Iu is an interval of consecutive integers. We set the label of node u as the unique index
j ∈ Iu such that level(j) = maxi∈Iu level(i), that is

λ(u) = argmax
i∈Iu

level(i).

The fact that λ(u) is uniquely defined comes from the fact that if i1, i2 ∈ Iu satisfy level(i1) = level(i2) = k, and for any
i ∈ [i1, i2], level(i) 6= k, then i = (i1 + i2)/2 ∈ Iu, and level(i) > k. All node labels are in [1, n], but note that several nodes
may receive the same label if b < n.
We show that the augmented graph (G, λ,M) has greedy diameter O(min{ps(G) log2 n,

√
n}). Let s and t be any

two nodes of G. We show that the expected number of steps of greedy routing from s to t in (G, λ,M) is at most
O(min{ps(G) log2 n,

√
n}).

If
√
n ≤ ps(G) log2 n, the result is clear. Indeed, at any step of greedy routing, the long range contact of the current

node has probability at least 1
2
√
n to be at a distance at most

√
n from the target. Hence greedy routing reaches the target in

expected time at most 3
√
n.

The result when
√
n > ps(G) log2 n requires somemore work.We use the binary hierarchy between the bags induced by

the ancestor relation. The target t has label λ(t). For every i ∈ A(λ(t))∩ [1, b], let vi be the closest node (according to distG)
to t in Xi, where ties are broken arbitrarily. Note that λ(t) ∈ A(λ(t)), and vλ(t) = t . These nodes vis are called landmarks. Let
u be the current node. Initially, u = s. We define the active indices at u as the indices of the landmarks that are not further
from t than u, i.e., the indices i such that distG(vi, t) ≤ distG(u, t). Clearly, while greedy routing proceeds toward the target t ,
the number of active indices is non-increasing. We compute the expected number of steps of greedy routing for decreasing
the number of active indices by at least 1.
For every current node u along the greedy path from s to t ,A(λ(u)) ∩ A(λ(t)) ∩ [1, b] 6= ∅ because the least common

ancestor of λ(u) and λ(t) is between λ(u) and λ(t). Moreover, any index in A(λ(u)) ∩ A(λ(t)) ∩ [1, b] is an active index
at u. Indeed, by definition of the path-decomposition, a bag Xi, 1 < i < b, is a separator of G. In particular, it separates
(∪i−1j=1Xj) \ Xi from (∪

b
j=i+1Xj) \ Xi. Therefore, i ∈ A(λ(u))∩A(λ(t))∩ [1, b] implies that Xi separates Xλ(u) \ Xi from Xλ(t) \ Xi.

(The case λ(u) = λ(t) is considered separately in the final stage of the proof.) Thus distG(vi, t) ≤ distG(u, t), and hence i
is active at u. Let us compute the probability p0 that the long range contact v of u is at distance at most ps(G) from vi for
i ∈ A(λ(u)) ∩A(λ(t)) ∩ [1, b].

• If shape(Xi) < width(Xi), then shape(Xi) = length(Xi). Therefore, p0 ≥ Mλ(u),i because all nodes in Xi are at mutual
distance at most shape(Xi), that is at most ps(G).
• If shape(Xi) = width(Xi), then, since p0 is at least the probability that vi is the long range contact of u, we get that
p0 ≥ Mλ(u),i/|Xi|, and hence p0 ≥ 1/((1+ log n)(1+ ps(G))).
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Therefore, in both cases, we have

p0 ≥
1

(1+ log n)(1+ ps(G))
.

This latter inequality is valid at each intermediate node u along the greedy path from s to t , independently from the fact
that this node was reached after traversing a local link or a long link, and, in the latter case, independently from the fact
that this long link was induced by the matrix A or the matrix U . Moreover, all trials for reaching a node at distance at most
ps(G) from some vi where i is an active index at the current node u, are mutually independent. As a consequence, after
an expected number of steps at most (1+ log n)(1+ ps(G)), greedy routing goes from the current node u to its long range
contact v at distance atmost ps(G) from some landmark vi where i is an active index at u. Since greedy routing decreases the
distance to the target by at least 1 at each step, ps(G)+ 1 additional steps from v lead greedy routing to a nodew satisfying
distG(w, t) ≤ distG(v, t) − ps(G) − 1. Thus, by triangle inequality, distG(w, t) ≤ distG(vi, t) − 1. Hence, the index i is no
longer active atw.
Therefore, after an expected number of steps at most (2+ log n)(1+ ps(G)), the number of active indices has decreased

by at least 1.
Since there are at most ν active indices at the source s, and since ν ≤ 1+ log n, we get that, after an expected number of

steps atmost (1+log n)(2+log n)(1+ps(G)), the number of active indices is atmost 1.When only one active index remains,
the current node u is in the same bag Xλ(t) as the target. Moreover, no shortest path from u to t leaves Xλ(t) because otherwise
the number of active indices would be more than 1. Hence the distance to the target is at most shape (Xλ(t)) ≤ ps(G).
Therefore, after O(ps(G) · log2 n) expected number of steps, greedy routing from s reaches the target t . �

An important corollary of Theorem 3 is that the augmentation scheme (M, λ) offers much better behavior than name-
independent schemes for large classes of graphs. Note that all classes mentioned in the corollary below include paths, for
which all name-independent augmentation schemes have Ω(

√
n) greedy diameter. Note also that the mentioned class of

AT-free graphs2 includes co-comparability graphs, interval graphs, and permutation graphs [5].

Corollary 3. The augmentation scheme of Theorem 3 applied to n-node trees yields greedy diameter O(log3 n). Applied to AT-free
graphs, it yields greedy diameter O(log2 n).

Proof. Trees have treewidth 1, thus pathwidth at most O(log n). Hence, they have pathshape at most O(log n). It can be
easily checked that AT-free graphs have constant pathlength, hence they have pathshape O(1). �

The upper bound in Theorem 3 is essentially tight, in the sense that we have the following:

Theorem 4. For any n ≥ 1 and any k ≤ 1
2

( n
2

)1/√log n, there exists an n-node graph of pathshape at most k such that, for any
n× n stochastic matrix M, and any node labeling λ, Dgreedy(G, λ,M) ≥ Ω(k+ log n).

Proof. To establish the proof, we make a preliminary statement. Let G1 and G2 be graphs of n1 and n2 nodes, respectively.
Let H be the graph of n = n1 + n2 nodes obtained from G1 and G2 by linking them via an edge connecting some node
x1 of G1 with some node x2 of G2 (see Fig. 3(a)). For i = 1, 2, let yi be a node at some distance di from xi in H . Let
Bi = {z ∈ V (H), distH(yi, z) < di/3}. Let si, ti be two nodes of Bi. We have distH(si, ti) < 2di/3, and distH(ti, xi) ≥ 2di/3.
Therefore, for any augmentation of H , greedy routing from si to ti traverses only nodes of Gi. As a consequence we get that
the greedy diameter of H is at least the maximum of the greedy diameters of B1 and B2. More formally, let Mi be a ni × ni
stochastic matrix, and λi be a node labeling in {1, . . . , ni} such that the expected number of stepsDgreedy(Bi, λi,Mi) of greedy
routing in (Gi, λi,Mi) between nodes of Bi is minimized. Then for any n × n stochastic matrix M , and any node labeling λ,
we have

Dgreedy(H, λ,M) ≥ max
i=1,2

Dgreedy(Bi, λi,Mi). (2)

We will use this inequality to establish the theorem, by using two specific graphs G1 and G2. One of them is a path. The
description of the other graph follows.
We consider the graph G(p, d), where p and d are integers, defined as follows. Nodes are d-tuples (x1, . . . , xd), xi ∈ Zp,

and node (x1, . . . , xd) is connected to all nodes (x1 + δ1, . . . , xd + δd), where δi ∈ {−1, 0,+1} and additions are taken
modulo p. The graph G(p, d) can be seen as a d-dimensional grid of side pwith all ‘‘diagonal edges’’. This graph has pd nodes,
and we can check that its diameter is bp/2c. The following lower bound on the greedy diameter of G(p, d) is a rephrasing of
a result in [16]: For all p, d such that p ≥ 2d ≥ 1,

Dgreedy(G(p, d), λ,M) ≥ bp/4c (3)

for any pd × pd stochastic matrix M , and any node labeling λ. The proof of Eq. (3) in [16] uses the fact that, for any
augmentation, the greedy path from a source s = (s1, . . . , sd) to a target t = (t1, . . . , td) = (s1 + δ1 τ , . . . , xd + δd τ),

2 A graph is AT-free if it does not contain any Asteroidal Triple, i.e., a triple of vertices such that for every pair of them there is a path
connecting the two vertices that avoids the neighborhood of the remaining vertex.
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Fig. 3. Construction of H as in the proof of Theorem 4.

with δi ∈ {−1,+1} and τ > 0, traverses only nodes on the same ‘‘diagonal’’, i.e., of the form (s1 + δ1 `, . . . , xd + δd `) for
0 ≤ ` < 2τ . Then a counting argument based on the fact that there are 2d different diagonals enables us to establish that
the expected number of steps before using a long-range link along the adequate diagonal is at least 2d. The same reasoning
applies if one restricts the analysis to source-target pairs inside a ball B of radius p/6. Inside such a ball, the bound of Eq. (3)
becomes: for any augmentation (λ,M) of G(p, d) the expected number of steps Dgreedy(B, λ,M) of greedy routing between
nodes of B satisfies

Dgreedy(B, λ,M) ≥ Ω(p). (4)

We are now ready to prove the theorem. Let d(k) = blog kc + 1. For every integer k such that 1 ≤ k ≤ 1
2

( n
2

)1/√log n, we
consider the graph H obtained from G1 = G(2k, d(k)) by adding a path G2 with ` = n− (2k)d(k) nodes that is connected to
G1 by an edge linking one of the extremities of G2 to an arbitrary node of G1 (see Fig. 3(b)).
Graph H has n nodes. Let us show that the number of nodes ` of G2 satisfies ` ≥ n/2, or equivalently, that the number of

nodes in G1 is at most n/2. Since k ≤ 1
2

( n
2

)1/√log n, we have:
d(k) ≤

⌊
log

(
1
2

(n
2

)1/√log n)⌋
+ 1 <

√
log n

and thus the number of nodes of G1 is:

(2k)d(k) ≤
((n
2

)1/√log n)√log n
=
n
2
.

Let us show that ps(H) ≤ k. We construct for H a path-decomposition composed of the bags X ′0, X0, X1, . . . , X`−1, where
X ′0 is the set of nodes of G1, X0 is the edge between G1 and G2, and Xi, for i ∈ {1, . . . , `− 1}, is the endpoint of the ith edge
of G2, starting from the node linked to G1. This forms a path-decomposition of shape k, since width(Xi) = 1 for i ≥ 0, and
length(X ′0) = k the diameter of G1. So, ps(H) ≤ k.
It remains to prove that Dgreedy(H, λ,M) ≥ Ω(k + log n) for any matrix M and labeling λ. We use Eq. (2) with one ball

B1 in G1 at distance at least k/3 from the edge connecting G1 and G2, and another ball B2 in G2 at distance at least 2`/3 from
that edge.
Let (λ1,M1) be an augmentation of G1 that minimizes the expected time of greedy routing in B1. By Eq. (4),

Dgreedy(B1, λ1,M1) ≥ Ω(k).
Let (λ2,M2) be an augmentation of G2 that minimizes the expected time of greedy routing in B2. We have

Dgreedy(B2, λ2,M2) ≥ Ω(log `) because nodes of B2 have out-degree atmost three,which implies that, for every realization of
the augmenting distribution, there is a constant fraction of the pairs that are at distanceΩ(log `). HenceDgreedy(B2, λ2,M2) ≥
Ω(log n) since ` ≥ n/2.
It follows from Eq. (2) that Dgreedy(H, λ,M) = Ω(k+ log n), completing the proof. �

We conclude our analysis of matrix-based augmentation schemes by a discussion about the size of the labels. As we
mentioned in the proof of Theorem 3, nodes may not be assigned different labels by the labeling λ. A natural question is
whether the label set, and hence the matrix size, could be significantly reduced. The following theorem shows that this is
impossible if one wants to preserve a polylogarithmic greedy diameter for the classes of graphs mentioned in Corollary 3,
or even just for paths.

Theorem 5. Any matrix-based augmentation-labeling scheme using labels of size ε log n for the n-node path, 0 ≤ ε < 1, yields
a greedy diameterΩ(nβ) for any β < 1

3 (1− ε).
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Proof. Let 0 ≤ ε < 1, and consider an augmentation-labeling scheme using labels of size ε log n for the n-node path. Let
k ≤ nε be the number of labels used by the labeling.W.l.o.g., these labels are 1, . . . , k. The augmentation scheme is described
by an augmentation matrixM = (Mi,j)i,j of size k. The probability that a fixed node u labeled i picks a fixed node v labeled j
as its long range contact isMi,j/Nj where Nj is the total number of nodes labeled j.
Let 0 < α < 2

3 (1− ε), and let 0 < β < α/2. We divide the n-node path into n1−β intervals of length nβ . A label ` is said
to be popular if at least nα nodes are labeled `. Among all intervals, at most nε+α contain a non-popular label because there
are at most nε non-popular labels, and each of them can appear in at most nα intervals. Hence there are at least n1−β − nα+ε
intervals that contain only popular labels. By the settings of α and β , α + ε < 1− β , and thus there is at least one interval
that contains only popular labels. Let I be such an interval, and let x ∈ I . Let us compute the probability p that x has its long
range contact in I . Assuming x is labeled `, we have

p =
k∑
i=1

Ci
Ni
M`,i

where Ci is the number of nodes labeled i in the interval I . Since I contains only popular labels, since
∑k
i=1 Ci = |I|, and since

M`,i ≤ 1, we get that

p ≤
k∑
i=1

Ci
nα
=
nβ

nα
.

The expected number of long range links with both extremities in I is N = p |I|. Therefore, N ≤ n2β−α < 1 because
β < α/2. Let us now consider greedy routing from s to t where these two nodes are at mutual distance |I|/3, and each at
distance |I|/3 from one extremity of the interval. On its way from s to t , greedy routing meets less than 1 expected number
of long-range links leading to I , hence intuitively there are no possible shortcuts. Therefore, the expected number of steps
of greedy routing from s to t is at leastΩ(dist(s, t)). More precisely, let X be the random variable defined as the number of
shortcuts of greedy routing from s to t , and let Y be the random variable defined as the number of steps of greedy routing
from s to t . We have E(Y ) ≥ E(Y |X < 1) · Pr(X < 1), and thus

E(Y ) ≥
|I|
3
· Pr(X < 1).

From Markov inequality, Pr(X ≥ 1) ≤ N . For n large enough, we have N < 1/2, and thus Pr(X < 1) ≥ 1/2. Therefore, for
n large enough, E(Y ) ≥ |I|/6. Since |I| = nβ , we get that the greedy diameter of the considered augmentation is at least
Ω(nβ). �

4. Conclusion

In this paper, we focussed on universal augmentation schemes, i.e., augmentation schemes that can be efficiently
applied to all graphs. Indeed, although it can be argued that the underlying graphs representing the acquaintances between
individuals (before augmentation) satisfy some specific properties such as bounded doubling dimension or bounded
treewidth, these hypotheses are far from being formally established. We believe that understanding the fundamental
reasons for the emergence of the small world phenomenon requires a better understanding of what can be achieved in
terms of augmentation for arbitrary graphs. With this regard, this paper suggests two open problems that should be worth
investigating:

• Open problem 1. Closing the gap between the Ω(n1/
√
log n) lower bound in [16], and the Õ(n1/3) upper bound in this

paper.
• Open problem 2. Is it possible to overcome the O(

√
n) barrier by using augmentation schemes where the n × n matrix

is defined a priori, for all n-node graphs? We have proved that achieving this task requires an appropriate node labeling
(cf. Theorem 2), and cannot be done using labels significantly smaller than Ω(log n) bits if one wants to preserve a
polylogarithmic greedy diameter for paths (cf. Theorem 5).
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