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Exercice 1 [/4]
e := ((abb)*a(cb)*) U (ab)*(ba)*

Let us apply Glushkov’s method.
The locally testable language associated to e is:

L' = ((a1b1ba)*as(c1b3)*) U (azby)* (bsas)*

We compute
Im'(L') = {al,ag,ag,b5}, Fin(L') = {ag,bg,b4,a4},

Dig(L'") = {a1b1, bibe, boay, baaz, asey, c1bs, bycr, azbg, byas, babs, bsag, asbs}

This gives the finite automaton represented on figure 1, where the set of states is
{0,a1,as, as, as, by, b2, b3, by, b5, 1}

0 is the unique initial state and as, b3, by, a4 are the final states.
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Figure 1: finite automaton for L.




Exercice 2 [/4] We transform A into a normalized extended f.a. A; where i (resp. t)
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Figure 2: sequence of extended automata, ex. 2

is the initial (resp. terminal) state. We then eliminate successively states in the ordering:
2,1,0. We obtain the sequence of extended automata shown on figure 2. It follows that:

[bUcb*aU ((aUcb*c)(bUab*c)*(cUab®a))]*[(aUcb*c)(bUab*c)?]

is a regular expression for L 4.



Exercice 3 [/5] The language L. is recognized by the following finite automaton .A:
Making A complete and taking its complement, we obtain a finite automaton B recognizing

Figure 3: a non-det automaton for L,

{a,b,c}* — L.. We transform B into a normalized extended f.a. B; where i (resp. t) is the
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Figure 4: a det automaton for {a,b,c}* — L,

initial (resp. terminal) state. We then eliminate successively states in the ordering: 1,2,3,0.
We obtain the sequence of extended automata shown on figure 5. It follows that:

(abe)*(bUcUaaUacUaba Uabb)(aUbUc)*

is a regular expression for {a,b, c}* — L.

Exercice 4 [/4] We consider the context-free grammar G := (A4, N, R) where A = {a, b},
N ={S5,T1,T>} and R consists of the following rules:
rl: S — T1

r2: S — T

r3: T1 — aT1

rd: 71 — ale

r5: 71 —a

r6: Ty — Thb

r7: T2 — CLTQb

r8: 1o — b

The start symbol of G is S.

1 L(G,T}) = {a?b? | p> q > 0}

2- L(G,Ty) = {aPb? | ¢ > p > 0}



3-L(G,S) ={aPb? | p>0,q¢ > 0,p #q}

4- The word aaab has two different leftmost derivations:
S — 11 — aT1b — aaT1b — aaab

S —T1 — a1 — aaT1b — aaab

This shows that G is ambiguous.

5- The ambiguity is due to the fact that rules r3,r4 are commuting and, as well r6,r7 are
commuting. Hence a word w is generated by G with exactly one derivation-tree iff w is
generated by a derivation tree 1" such that:

- either T" uses r4 but not 3

- or T uses 77 but not 6

- or T uses 3 but not r4

- or T uses 76 but not 7

The two first types of derivation-trees give rise to the set of words:

{aPb? |p>1,q>1,|p—q| =1}

The third type of derivation-trees gives rise to the set of words: {a” | p > 2}

The fourth type of derivation-trees gives rise to the set of words: {b? | ¢ > 2}.

Consequently:

L'={a""|p>1,9g>1|p—q|=1}U{a’ | p>2}U{b?|q>2}

6- A non-ambigyous c.f. grammar could be, for example: G’ := (A, N’, R') where A = {a, b},
N'={S,T1,T», E} and R’ consists of the following rules:
rl: S — T

r’'2: S — T2

r’'3: Ty — aly

r’'4: Ty — aF

r’'s: T, —a

r’6: T2 — Tgb

r’7: Ty — Eb

r’8: T — b

r’'9: E — aFEb

r’10: £ — ab

Exercice 5 [/4] We consider the context-free grammar G := (A, N, R) where A = {a,b, c},
N = {51,55,53,54,S5} and R consists of the following 12 rules:

S1 — aS157 S1 — bS3S7 ST — She
So — 5251 S —aS; Sy — 5155
S3—a S3— 5153 Si— ¢Sy
Sy — aSySs S5 —aSs S; — aSia

The start symbol of G is S;.
1- We compute the subset of productive non-terminals of G by the fixpoint technique explained



in the lecture:

Vi = {83}, Vo = {S3,8:}.V3 = {S3,5,51}, V4 = Va.

Hence the set of productive non-terminals is {S7, S, S3}.
2- We compute the subset of useful non-terminals of G by the fixpoint technique explained
in the lecture:

Ny = {S1}, N2 = {51, 52,53}, N3 = Ny

Hence the set of useful non-terminals is {57, S2, S3}.

3- We can thus transform the grammar G into an equivalent grammar G’ where every non-
terminal is productive and useful, just by restricting both the non-terminal alphabet and the
rules to the subset No:

G’ = (A,N',R") where A = {a,b,c}, N' = {51, 52, S5} and R’ consists of the following 8 rules:

Sl — (ISlSl Sl — ngSl 51 — S2C
S2 — 5251 52 — CLSg 52 — 515251
Sg — a 53 — 5153

4- The language L(G, S1) is not empty, since the non-terminal S; is productive.
5- We observe that:
S1 = aS151 =¥ aSiaac and S; = aac

hence {a"(aac)"*'} C L(G, S1), which shows that the language L(G, S1) is infinite.
Exercice 6 [/4] We consider the two following context-free grammars Gy := (4, N1, R1), G2 :=
(A, N3, R2) where A = {a,b,c}, Ny ={S,T}, No = {U} ,R; consists of the rules:

rl: S — aSbT

r2: S —cT

r3: T — aTTh

rd: T —c

and Ry consists of the rules:

rd: U = UUb

r5: U —a

1- The following context-free grammar generates the language L(G1,S) - L(Ga2,U):

G.:= (A, N,R.) where A ={a,b,c}, N:= N UNyU{o} ,R := R URyU{c — ST},

2- The following context-free grammar generates the language L(G1,S) UL(G3,U):

Gy := (A, N, R,) where A = {a,b,c}, N := NyUN,U{o} ,R,:= Ri{URyU{0c — S,0 — T},
3- The following context-free grammar generates the language L(Gq, S)*:

G = (A, Ny, R,) where A = {a,b,c}, N, := NyU{o} ,R. :=RiU{o — 0S,0 — ¢},

4- The following context-free grammar Hy generates ¢(L(G1,S5)): Hy := (B, N1, R1,,) where
B = {z,y}, Ri1,, consists of the rules:

S — xySyxT, S —yl, T —axyTTyx, T —y

The following context-free grammar Hy generates p(L(Go,U)): Ha := (B, N2, Ry ,) where
B = {z,y}, R, consists of the rules:
U—-UUyzx, U— xy.
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Figure 5: sequence of extended automata, ex. 3



