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Figure 4.5c: Two distance models (d1 and d2) for xsend and xfetch communications.
xsend and $x f e t c h$ communication Results
Just as the xnet communications, the xsend and xfetch instructions depend on the distances, which are dy and dx. They also depend on the number of transferred bits (see the size of the simple types of the variables table). We will also notice the importance of left-values (that is xsend). We can also say that the times depend on the parameter type ( $\mathrm{ss}, \mathrm{ps}, \mathrm{sp}$, or pp ; see syntax of these communications) These times decrease when the pointers (scr and dest) are in the ACU memory. When all the variable addresses are the same, the pointer is then situated in the ACU and the sequencer can then order a transfer of bytes directly to all the PE's. But if the variable addresses are not the same for all PE's, the sequencer can only send, to the PE's, instructions for adresses decoding and then send transfer instructions. So then the PE's have to perform more instructions.

## Results on X-Net type communications

An X-Net communication used in left-value is always quicker than the same instruction right-value. Performances depend neither on direction nor on the
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## Abstract

Compact routing tables are useful to implement routing algorithms on a distsiriuted memory parallel com-
puter. Interval routing is a popular way of building
such compact tables. It was already known that any such compact tables. It was already known that any
network can support an interval routing function with only one interval per output port as soon as one allows
intervals to be "cyclic" [13]. However it might be is

 | "Inear" intervals (see $[2]$ ). This notion is particularly |
| :--- |
| sefull to derive results on networks built by cartesian |

 we characterize the networks that admint alinear in-
terval routign function with at most one interval per
output port. We also characterize the networks that dmit a strict linear interval routing function with dmit a strict linear interval routing function with at

## 1 Introduction

If the structure of the interconnection network of a dis-
tributed memory parallel computer is fixed but complicated memory parallelelcomenection net is fiwerk of of a dis comgraph, etc) or if the interconnection network has no
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Abstract. Interval routing was introduced to reduce the size of routing tables: a router finds the direction Where to forward a message by determining which interval contains the destination address of the message,
ach interval being associated to one particular direction. This way of implementing a routing function is quite achi interval being associated o one particular direction. This way of implementing a routing function is quite
ttractive but very litte is known aboutt the topological properties that must satisfy a network to support an titerval routing function with particular constraints (shortest paths, limitited number of intervals associated to haracterize the set of networks which supporta linear or a linearis strict tinterval routing function with only one Interval per direction. We also derive practical tools to measure the efficiency of an interval routing function umber of intervals, length of the paths, etc.). and we describe large classes of networks which support optimal
near) interval routing functions. Finally, we derive the main properties satisfied by the popular networks linear) interval routing functions. Finally, we derive the main properties s.
used to inerconnect processors in a distributed memory parallel computer.
Key Words. Routing in distributed networks, Compact routing, Routing function, Interval.
. Introduction. Given a network of processors (such as the one of a distributed memory parallel computer), the way of routing messages among the processors is characterizd, on one hand, by the routing mode (store-and-forward, circuit-switched, wormhole, sources and the destinations. This paper focuses on the second parameter
The routing function is generally implemented locally on the routers. The route of message from its source to its destination is determined using a header attached to he message, and which contains information that will allow the intermediate routers to know where to forward the message. In this paper we are interested in routing functions which use only the destination address of the message to find the route.
As soon as a router receives a message, it looks at the header to read the destination, and then determines the output port which will be used to forward the message toward
its destination. There are mainly two ways of determining the output port from the destination address:
. Application of an algorithm.
Consultation of a routing table
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Theorem $2 G \in 1$-LIRS $\Leftrightarrow G$ is not a lithium-graph.
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|  | of node $x$ in the IRS is precisely $x \in\{1, \ldots, n\}$. Broadcasting for an arbitrary node of a network is the in- formation dissemination problem which consists of sending a |
|  | given message to all the other nodes. The message-complexity of broadcasting is between $\Omega(n)$ and $O(m), m=\|E\|$, since the reception of the message by every node but the source re- |
|  |  |
|  |  |
| and | received the message). Improved upper and lower bounds may be derived as a function of the knowledge of the nodes of the network and of the maximal size of the message-headers (e.g., |
|  | see $[1,2,5]$ ). In this paper, the only knowledge of every nodeis its label in some IRS and the intervals attached to its inci-dent edges in the same IRS. The size of each message-header |
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Corollary 3 In a network supporting a shortest path Interval Routing Scheme, the average distance between two nodes labeled by two consecutive integers is bounded by a constant.

Theorem 4 Networks supporting a shortest-path interval routing scheme allow leader-election with $O(n)$ messagecomplexity.
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Introduction
is well known, a routing scheme consists of two parts:
a preprocessing algorithm in charge of, iving a network $G$, setting data structure
(e.g., routing tables, node addresese, port thabeling, etc.) on which the routing decision i. $\mathrm{a} G$ woutill be based
mainly determinuses, for verery message entering the node, the output podt of which whic message has to be forwarded. Note that the routing protocol may also be in charge of
other tasks such as updating the headers, etc. For instance, a classical routing scheme is the so-c

 ontains the address of the destination, say nod $y$. This address is denoted by address( $y$.
Node $x$ then extracts from tis look-up table the output port number $p$ corresponding to

 pro-processing algorithm is in charge of constructing the look--up tables. Giving differen
addreseses between 1 and $n$ to the nodes of an $n$ noded network, and labeling the inciden
 $O($ log $n)$. The question iss can we do betert? L.e., can we design routings schemes requiring
less space at each node of the network? The answer is yyes", and the main tool to achieve
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Fig. 1 Long-range links in the 2-dimensional mesh. The topologica awareness of node $x$ is composed of the four plain long-range links

Expected number of steps


Fig. 4 The expected number of steps vs. the awareness $v(n)=$ $(\log n)^{\alpha}$. The expected number of steps is $\Omega\left((\log n)^{2+\alpha / d-\alpha}\right)$ if $\alpha<1$ (by Lemma 5), and $\Omega\left((\log n)^{1+\alpha / d-o(1)}\right)$ if $1 \leq \alpha<d$ (by Lemma 6). For $\alpha>d$, the expected number of steps is $\Theta\left(\log ^{2} n\right)$ (by Lemma 6)
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