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Abstract. This survey concerns the role of data structures
for compactly storing and representing various types of in-
formation in a localized and distributed fashion. Traditional
approaches to data representation are based on global data
structures, which require access to the entire structure even
if the sought information involves only a small and local set
of entities. In contrast, localized data representation schemes
are based on breaking the information into small local pieces,
or labels, selected in a way that allows one to infer informa-
tion regarding a small set of entities directly from their labels,
without using any additional (global) information. The survey
concentrates mainly on combinatorial and algorithmic tech-
niques, such as adjacency and distance labeling schemes and
interval schemes for routing, and covers complexity results on
various applications, focusing on compact localized schemes
for message routing in communication networks.
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1 Introduction

Efficient data structures are at the heart of any data-
manipulating computer system, and this fundamental fact
is just as valid for distributed systems. Certain distributed
programming languages support distributed data structures
explicitly (cf. [CGL86]), and many distributed algorithms
use such structures (explicitly or implicitly) for their data-
management purposes. But more importantly, such structures
are in many cases constructed not as part of any particular algo-
rithm but for direct use as the building blocks of various stor-
age and retrieval mechanisms, such as distributed dictionaries,
name servers in communication networks, bulletin boards, re-
source allocation managers and the like [Re78,OD81,FWB85,
LEH85,Ter87,MV88,GS89]. The function common to all of
these mechanisms is supplying facilities for storing accumu-
lated information in the system and making it available to
potential users throughout the system.
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The topic of distributed data structures is rather wide,
and the distributed setting raises several issues that are not
encountered in the usual, shared-memory sequential setting.
In particular, this topic touches upon several large research
areas, such as ordinary data structures and data types, dis-
tributed databases, and concurrency control theory (cf. [LM79,
H84,Wei84,BHG86,Pap86,H87]). We shall make no attempt
to review the relevant literature here, nor shall we ad-
dress the area of concurrent data structures, which refers
to data structures stored in common (shared) memory but
accessible by many processes concurrently, cf. [BS79,El80,
El80b,KL80,ML84,Man86,BB87,PK87,RK88], or the area
of designing special purpose VLSI machines for implement-
ing data structures, cf. [Le79,ORS82,DS85,SS85,CCIR86,
DS87,OB87,SL87,AK].

Rather, in this paper we shall restrict ourselves to dealing
with one specific aspect of distributed data structures, namely,
the relationships between the topology of the underlying com-
munication network (and its graph-theoretic properties) and
efficient schemes for organizing and distributing data in the
various sites. When the communication network underlying
the system is based on a network of arbitrary topology, various
graph-theoretic parameters become significant in determining
the appropriate way for distributing the data and the resulting
complexity.

Our primary concern is to maintain the data structure using
reasonable overall space requirements. However, no less im-
portant is the need to balance the memory loads over the sites
of the system. Future systems are expected to carry enormous
amounts of data, and a single site can hardly be expected to
function as the sole storing site for a large data structure. It
is therefore desirable to be able to distribute the data in sev-
eral sites and balance the memory requirements of the data
structure between all sites in the network. Such a geographic
distribution of data among the different network sites is also
dictated by considerations of access speed and reliability.

This survey discusses combinatorial and algorithmic tech-
niques related to these issues, and covers complexity results
on various applications. In particular, we will focus on two
specific problems which will be used for illustrating the main
issues and ideas involved. The first of these problems concerns
adjacency and distance labeling schemes, and more generally,
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informative localized labeling schemes, and the second deals
with the design of compact localized schemes for message
routing in communication networks. For more detailed pre-
sentation of various aspects of these problems see [Gav00,
Gav01,Pel00a].

2 Adjacency and distance labeling schemes

Most traditional centralized approaches to the problem of net-
work representation are based on storing adjacency informa-
tion using some kind of a data structure, e.g., an adjacency
matrix. Such representation enables one to decide, given the
indices of two vertices, whether or not they are adjacent in the
network, simply by looking at the appropriate entry in the ta-
ble. However, note that (a) this decision cannot be made in the
absence of the table, and (b) the indices themselves contain
no useful information, and they serve only as “place hold-
ers”, or pointers to entries in the table, which forms a global
representation of the network.

In contrast, for a distributed computing setting we are inter-
ested in more informative and localized schemes for represent-
ing the network. In particular, labeling schemes are based on
the following idea. Given a graph, the scheme associates with
each of its vertices a special label. These labels are selected in
a such way that will allow us, later on, to infer the adjacency
of two vertices directly from their labels, without using any
additional information sources. In essence, this rather extreme
approach to the network representation problem discards all
other components, and bases the entire representation on the
set of labels alone.

Obviously, labels of unrestricted size can be used to en-
code any desired information. Specifically, it is possible to
encode the entire row i in the adjacency matrix of the graph
in the label chosen for vertex i. As another concrete example,
adjacency labeling systems of general graphs based on Ham-
ming distances were studied in [Bre66,BF67]. Specifically,
in [BF67] it is shown that it is possible to label the vertices of
every n-vertex graph with 2n∆ bit labels such that two ver-
tices are adjacent if and only if their labels are at Hamming
distance 4∆−4 or less of each other, where ∆ is the maximum
vertex degree in the graph.

However, efficiency considerations dictate the use of rela-
tively short labels (say, of length polylogarithmic in n), which
nevertheless allow us to deduce adjacencies efficiently (say,
within polylogarithmic time).

Efficient adjacency labeling schemes were introduced
in [KNR88]. In particular, a labeling scheme using 2 log n bit
labels was proposed for the class of trees. Given an n-vertex
tree T , the scheme assigns labels to its vertices as follows.
Choose a root and associate a distinct integer L(v) ∈ [1, n]
with each vertex v of T , and then assign a vertex v with par-
ent w the label 〈L(v), L(w)〉. (For the root, replace L(w) by
0.) Given two labels 〈L(v), L(w)〉 and 〈L(v′), L(w′)〉, one
can check if the vertices v and v′ are neighbors, as this hap-
pens if and only if one is the parent of the other, i.e., if either
L(v) = L(w′) or L(v′) = L(w). This scheme was extended
in [KNR88] to O(log n) adjacency labeling schemes for a
number of other graph families, such as bounded arboricity
graphs (namely, graphs whose edge set can be partitioned into
k forests, including, in particular, graphs of bounded degree

or bounded genus, e.g., planar graphs), various intersection-
based graphs (including interval graphs), and c-decomposable
graphs for constant c (namely, graphs having a recursive sep-
arator of size at most c). Additional O(log n) adjacency la-
beling schemes have been designed in [CV01] for bounded
clique-width graphs (see [CO02] for more details about these
class), a class generalizing and including bounded tree-width
graphs [Bod98], c-decomposable graphs for constant c, and
other families like hereditary graphs (namely, graphs such that
every induced path is a shortest path, cf. [BLS99]).

This natural idea lay dormant for over a decade, until in-
terest in this direction was revived by the observation that the
ability to decide adjacency is only one of a number of basic
properties a representation may be required to possess. In par-
ticular, another natural property of interest may be the ability
to determine the distance between two vertices efficiently (say,
in polylogarithmic time again) given their labels. This has led
to the notion of distance labeling schemes, which are schemes
possessing this ability [Pel99]. It is clear that distance labeling
schemes with short labels are easily derivable for highly regu-
lar graph classes, such as rings, meshes, tori, hypercubes, and
the like. It is less clear whether more general graph classes can
be labeled in this fashion. It was shown in [Pel99] that the class
of n-vertex weighted trees with m bit edge weights enjoys an
O(m log n+log2 n) distance labeling scheme. This scheme is
complemented by a matching lower bound [GPPR01], show-
ing that Ω(m log n + log2 n) bit labels are necessary for
this class. In [GPPR01] the scheme is extended to n-vertex
graphs with an r(n)-separator for monotone function r(n). It
is shown that this class supports a scheme with labels of size
O(R(n) · log n), where R(n) =

∑log n
i=1 r(n/2i). We have

R(n) ≤ r(n) log n, and R(n) = O(r(n)) if r(n) ≥ nε for
constant ε > 0. For bounded tree-width graphs, including
trees, outerplanar graphs, series-parallel graphs, k-outerplanar
graphs (defined for k = 1 as outerplanar graphs and for k > 1
as planar graphs in which removing the outer face yields a
(k − 1)-outerplanar graph) and c-decomposable graphs for
constant k and c, R(n) = O(log n) since r(n) = O(1).
For bounded genus graphs, including planar graphs, R(n) =
O(r(n)) = O(

√
n ).

Roughly speaking, the scheme is based on building a tree-
decomposition T of the n-vertex graph G (cf. Fig. 1). Each
vertex of T corresponds to a separator of G. In particular, the
root of T corresponds to a subset S of vertices of G such
that |S| ≤ r(n) and such that G \ S consists of connected
components of size at most n/2. (If G is itself a tree then
r(n) = 1, and the singleton S is a center of the tree.) Each
connected component of G \ S corresponds to a subtree of T ,
so that any shortest path from u to v in G taken from different
subtrees has to cross some vertices of S. The label of u, L(u),
consists of the concatenation of all the distances in G between
u and the vertices of G contained in all the ancestor vertices of
u in T (the vertex containing u has at most log n ancestors). To
compute the distance between u and v, it suffices to compute
their least common ancestor in T , say S, and then to compute
d(u, v) = minz∈S{d(u, z) + d(v, z)}. Note that to compute
this minimum, the labels of u and of v must encode the vertices
of S.

This scheme is near-optimal since there is a lower bound of
Ω(r(n)) on the label size for the class of all the graphs having
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Fig. 1. The separator technique for distance labeling

an r(n)-separator [GPPR01]. However, for the class of pla-
nar graphs (which is a proper subclass of the class of graphs
with O(

√
n )-separators) there is a specific lower bound of

Ω(n1/3) on the label size, leaving an intriguing (polynomial)
gap. More recently, schemes with O(log2 n) bit labels that
do not make use of the “small separator” technique were pre-
sented for n-vertex interval and permutation graphs [KKP00]
and for distance hereditary graphs [GP01a].

As observed in [KNR88], a class of 2Ω(n1+ε) n-vertex
graphs, must use adjacency labels (and thus distance labels)
whose total combined length is Ω(n1+ε), hence at least one
label must be of Ω(nε) bits. Specifically, for the class of
all unweighted graphs, any distance labeling scheme must
label some n-vertex graphs with labels of size Ω(n). Con-
versely, there exists a scheme for the class of arbitrary un-
weighted n-vertex graphs with O(n) bit labels, which re-
quires O(log log n) time to decode the distance from the la-
bels [GPPR01]. Hence Θ(n) bits is the optimal distance label
length for general unweighted graphs.

This raises the natural question of whether more efficient
labeling schemes can be constructed if we abandon the ambi-
tious goal of capturing exact information, and settle for obtain-
ing approximate estimates. An (s, r)-approximate distance la-
beling scheme is a distance labeling scheme such that for u, v
coming from the same graph, the estimated distance d̃(u, v)
computed by the scheme from the labels L(u) and L(v) satis-
fies d(u, v) ≤ d̃(u, v) ≤ s · d(u, v) + r. In particular, (exact)
distance labeling schemes coincide with (1, 0)-approximate
distance labeling schemes.

General weighted graphs were given an (8κ, 0)-
approximate distance labeling scheme, for every integer κ ≥
1, with O(κ ·n1/κ log n · log D) bit labels [Pel99], where D is
the weighted diameter of the graph, and later an improved
(2κ − 1, 0)-approximate scheme with O(n1/κ log1−1/κ n ·
log(nD)) bit labels [TZ01a]. The time to decode the estimated
distance is O(κ). This implies a (2 log n, 0)-approximate
scheme with O(log2 n) bit labels for general unweighted
graphs. These results are complemented by a lower bound in

Ω(n1/κ) on the label size of (Ω(κ), 0)-approximate schemes,
presented independently in [TZ01a] and in [GKKPP01].

It is interesting to notice that a small variation on the qual-
ity of the estimators, say, moving from (1, 0)-approximate
to (1 + o(1), 0)-approximate or to (1, O(1))-approximate
schemes, results in a significant impact on the label size.
Trees, and more generally graphs with r(n)-separators, sup-
port a (1 + 1/ log n, 0)-approximate scheme with O(R(n) ·
log log n) bit labels [GKKPP01]. In particular, trees enjoy
O(log n·log log n) bit label (1+1/ log n, 0)-approximate dis-
tance labeling scheme. A lower bound of Ω(log n · log log n)
is also shown in [GKKPP01] for any (1 + 1/ log n, 0)-
approximate distance labeling scheme on the class of trees.
However, distances in a tree between vertices at distance at
most d can be computed with labels of log n + O(d

√
log n )

bits [KM01]. A similar phenomenon between the label length
and the quality of the estimators holds for planar graphs.
[Tho01] has presented for planar digraphs a (1 + ε, 0)-
approximate scheme with O( 1

ε log2 n) bit labels, for every
ε > 0, to be contrasted with the fact that for ε = 0 labels
must have Ω(n1/3) bits [GPPR01]. Additional results appear
in [CHKZ02,Tho01].

A number of additional approximate distance labeling
schemes are presented in [GKKPP01], including a (1, 2)-
approximate scheme with O(log n) bit labels for permuta-
tion graphs (namely, graphs constructed from a permutation
σ on the vertices such that i and j are adjacent iff i < j
and σ(i) > σ(j)) and AT-free graphs (namely, graphs with-
out any triple of pairwise non-adjacent vertices such that there
is a path connecting any two of them that avoids the neigh-
borhood of the third), and a (1, �c/2�)-approximate scheme
with O(log2 n) bit labels for c-chordal graphs (namely, graphs
whose longest induced cycle is no greater than c). In particu-
lar, it yields a (1, 1)- approximate labeling scheme for chordal
(i.e., 3-chordal) graphs, to be contrasted with the fact that every
exact ((1, 0)-approximate) scheme requires Ω(n) bit labels on
some chordal graphs. The question of the label size complex-
ity of distance labeling schemes for interval and permutation
graphs is left open, with the bounds ranging from Ω(log n) to
O(log2 n) [KKP00].

Another quality measure of interest is the time required
for decoding the labels and deducing the information stored in
them. All the approximate schemes presented in [GKKPP01]
(for trees, planar, c-chordal and interval graphs and so on)
require a constant time complexity for decoding the distance
estimator on a word-RAM computer. However, an intrigu-
ing result established in [GPPR01] is that there exist n-vertex
graphs Gn which enjoy a distance labeling with labels of size
O(log n) on the one hand, but on the other hand, if one uses on
Gn labels with fewer than n/2 bits, then time exponential in
n may be required for decoding the distance. A similar result
is obtained therein for planar graphs.

Finally, an interesting direction involves localized label-
ing schemes for the dynamic distributed setting, namely, dis-
tributed online schemes on dynamically changing networks.
Such schemes are clearly necessary for handling applications
such as distributed systems and communication networks. A
first step in this direction is made in [KPR02], which studies
labeling schemes on dynamic tree networks.
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3 Informative localized labeling schemes

Adjacency and distance labeling schemes motivate the gen-
eral question of developing label-based network representa-
tions that allow retrieving useful information about arbitrary
functions or substructures in a graph in a localized manner,
i.e., using only the local pieces of information available to, or
associated with, the vertices under inspection, and not having
to search for additional global information. We refer to such
representations as informative labeling schemes, formally de-
scribed in [Pel00b].

To illustrate this concept with respect to additional func-
tions, let us concentrate on the class of rooted trees. In addition
to finding out whether two given vertices v and w are adjacent,
or what is the distance between them, one may be interested
in many other pieces of information concerning these ver-
tices. For example, in some cases it may be useful to know
if v is an ancestor (or a descendant) of w. It is rather easy
to encode the ancestry relation in a tree with 2 log n bit la-
bels using interval-based schemes: associate with each vertex
u an interval I(u) = [i, i + w] where i ∈ [1, n] is a label
obtained by traversing the n-vertex tree in a depth-first search
fashion [Tar72], and w is the number of descendants of u. It
is easy to verify that u is an ancestor of v iff I(v) ⊆ I(u). It
turns out that ancestor queries can be handled by a more com-
pact labeling scheme, using log n + O(

√
log n ) bit labels,

independently discovered by [AR02,KM01a,TZ01]. (Actu-
ally, [TZ01] proposed a log n + O(log n/ log log n) bit label-
ing scheme but answering more general routing queries, see
Sect. 4). More sophisticated labeling schemes allow us to com-
bine parent and ancestor queries with 2 log n + O(log log n)
bit labels [KM01a]. Moreover, queries can be answered in con-
stant time on a word-RAM computer. A comparative study of
ancestor labeling schemes appears in [KMS02].Additional re-
sults on labeling schemes (like reachability in planar digraphs)
appear in [CHKZ02,Tho01].

Another example for a piece of non-numeric information
that may be required in rooted trees is the least common ances-
tor of v and w. Standard solutions [HT84,SV88] can answer
such queries in constant time with a suitable preprocessing of
the tree, but cannot be applied in a localized computation set-
ting, as they require some accesses to a global table of O(n)
items. In [Pel00b] it is shown that the identifier of the least
common ancestor can be found using a labeling scheme with
O(log2 n) bit labels. This scheme is asymptotically optimal if
vertices have freely chosen their own identifier. However, if it
is only required to return the label of the least common ances-
tor (that is, all the vertex identifiers consist of the labels issued
by the labeling scheme), then it can be done with O(log n) bit
labels [AGKR01]. Another related function is the separation
level of two vertices of a rooted tree, defined as the depth of
their least common ancestor. This function is given in [Pel00b]
a labeling scheme similar to the one for distance labeling, with
(asymptotically optimal) O(log2 n) bit labels.

As an additional example, labeling schemes for flow and
connectivity were studied in [KKKP02]. In a weighted undi-
rected graph, where the weights represent edge capacities, a
flow labeling scheme should provide, given the two labels
L(u) and L(w), the maximum flow that can be pushed from u
to w. Similarly, a k-connectivity labeling scheme should tell
us, given the two labels L(u) and L(w), whether or not u and

w are k-connected, namely, there are k disjoint paths connect-
ing them. An (asymptotically optimal) flow labeling scheme
using O(log2 n + log n · log ω) bit labels is presented therein
for general n-vertex graphs with maximum (integral) edge ca-
pacity ω. For edge-connectivity, this yields a tight bound of
Θ(log2 n) bits. Also, a k-vertex connectivity labeling scheme
is given for general n-vertex graphs using O(log n) bit labels
for fixed k. Finally, a lower bound of Ω(k log n) is established
for k-vertex connectivity on n-vertex graphs when k is poly-
logarithmic in n.

The types of localized information to be encoded by an in-
formative labeling scheme are not limited to binary relations.
An example for information involving three vertices v, w and
u is finding their center, namely, the unique vertex z such that
the paths connecting it to v, w and u are edge disjoint. More
generally, for any subset of vertices S in a weighted graph,
one may be interested in inferring w(S), the weight of their
Steiner tree (namely, the lightest tree spanning them), based
on their labels. It is easy to verify that an exact Steiner label-
ing scheme for the class of n-vertex graphs requires Ω(n) bit
labels. However, the class of arbitrary n-vertex graphs with
m bit edge weights admit a O(log n)-multiplicative approxi-
mate Steiner labeling scheme using O(m log2 n + log3 n) bit
labels [Pel00b]. For n-vertex trees with m bit edge weights,
there exists an exact scheme with O(m log n + log2 n) bit
labels, which is asymptotically optimal [Pel00b].

Actually, labeling schemes for answering a graph property
P (v1, . . . , vk) defined on k vertices can be constructed for the
class of bounded clique-width graphs. More precisely, [CV01]
have proposed a O(log n) bit labeling scheme for every fixed
graph property P expressible in monadic second-order logic,
that is, first-order logic over the vertices augmented with vari-
ables denoting subsets of vertices and with membership atomic
formulas (adjacency and reachability belong to this class).
Similarly, a labeling scheme for every monadic second-order
optimization function P , that is, a function that returns the
minimum or maximum cardinality of a set, can be constructed
for the class of bounded clique-width graphs with O(log2 n)
bit labels [CV01]. (For instance, the unweighted distance be-
tween two vertices can be expressed as a minimum cardinality
set of edges connecting them.)

4 Routing and other applications

Delivering messages between pairs of processors is a basic
activity of any distributed communication network. This task
is performed using a routing scheme, which is a mechanism
for routing messages in the network. The routing mechanism
can be invoked at any origin vertex and be required to deliver
a message to some destination vertex.

Using edge lengths to reflect transmission costs and delays,
it is naturally desirable to route messages along paths that are
as short as possible. The efficiency of a routing scheme can
be measured in terms of its stretch, namely, the maximum
ratio between the length of a route produced by the scheme
for some pair of processors, and their distance. A straightfor-
ward approach for achieving the goal of guaranteeing optimal
routes is to store a complete routing table in each vertex v in
the network, specifying for each destination u the first edge
(or an identifier of that edge, indicating the output port) along
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some shortest path from v to u. However, this approach may
be too expensive for large systems since it requires a total
of O(n2 log d) memory bits in an n-processor network with
maximum degree d. Thus, an important problem in large scale
communication networks is the design of routing schemes that
produce efficient routes and have relatively low memory re-
quirements.

This problem can be approached via localized techniques
based on labeling schemes. Informally speaking, the routing
problem can be presented as requiring us to assign two kinds of
labels to every vertex of a graph. The first is the address of the
vertex, whereas the second label is a data structure called the
local routing table. The labels are assigned in such a way that at
every source vertex v and given the address of any destination
vertex u, one can decide the output port of an outgoing edge
of v that leads to u. The decision must be taken locally in v,
based solely on the two labels of v and with the address label
of u.

As a basic example, let us describe an efficient method,
known as interval routing scheme (IRS) for storing shortest
path routing information in a tree network. Start by a depth-
first search traversal of the n-vertex tree T , associating with
each vertex v an address label L(v) ∈ [1, n], see Fig. 2. Then,
associate with each outgoing edge (v, u) of v the set I(v, u) of
labels of all the vertices w with the property that the route from
v to w starts with the edge (v, u). By construction, the labels
contained in I(v, u) are consecutive (modulo n). Hence, to
represent I(v, u) in v’s memory it suffices to store its interval
boundaries, at a cost of 2 log n bits per set. Overall, the local
routing table of v is a data structure of the form

〈I(v, u1) :p1, I(v, u2) :p2, . . . , I(v, ud) :pd〉
where p1, p2, . . . , pd are respectively the output port numbers
leading to the neighbors u1, u2, . . . , ud (see Fig. 2 for the ver-
tex labeled 4). Therefore the size of the routing table for v is
O(d log n) bits, where d is the degree of v. This should be
compared with the O(n log d) bits bound for a standard rout-
ing table. Routing a message from a source v to a destination
w is done by searching for the interval I(v, ui) in v’s table
such that L(w) ∈ I(v, ui) (implying that the message has to
include the destination label L(w) in its header), and then for-

warding the message through the output port pi to the neighbor
ui. This local computation is then repeated at intermediate ver-
tices along the route. This search can be performed using log n
comparisons by sorting the intervals or in O(log log n) time
using more sophisticated data structures [vBoas77]. Observe
that the local memory requirement increases with the degree
of the vertex (other labeling schemes, discussed later, aim at
overcoming the problem of large degree vertices), but the to-
tal memory requirement over the entire tree network is only
O(n log n) bits.

The interval routing scheme for trees is due to [SK].
This scheme can be applied rather efficiently to certain re-
stricted graph families, and it has also been extended later to
a wider variety of networks, cf. [vLT87,FJ89,Fre93,FGS96,
FG98,EMZ97b]. When considering interval routing schemes
for classes of graphs other than trees, a natural question is
to identify which graphs admit interval routing along shortest
paths [FG98,NS96,Fla97,EMZ97a], or to minimize the length
of the longest route [EMZ99,1,KRS00]. Another natural ex-
tension is to allow using more than one interval on each edge,
raising the question of how many intervals are necessary to en-
sure shortest path routing, and how such a scheme can be im-
plemented [KKR96,FvLS98,NN98,GG98,GP01]. It is worth
noting that an interval routing scheme, once computed for a
graph, can be used to perform other tasks than routing. This
idea was investigated by [vLT87] and then by [TNP98], which
proposed an approach for efficiently performing broadcast on
graphs supporting an interval routing scheme. Subsequently,
[FGM01] have proposed for graphs supporting a shortest path
interval routing scheme with one interval per edge a Θ(n)
messages broadcast algorithm that uses only interval routing
labels. A vast array of other routing scheme types has been de-
veloped, including prefix routing schemes [BLT90], boolean
routing schemes [FG97a], multi-dimensional interval routing
schemes [FGNT98,RS00] and more. For surveys of the many
developments in this area see [vLT94f,Gav00].

The problem of efficiency-memory tradeoffs for routing
schemes was first raised in [KK1], which proposed the general
approach of hierarchically clustering a network into κ levels
and using the resulting structure for routing. The total memory
used by the scheme is O(n1+1/κ ·log n). However, the method
of [KK1] is based on making some fairly strong assumptions
regarding the existence of a certain partition of the network,
and moreover, the method does not provide an algorithm for
computing such a partition if it exists. Several variations and/or
improvements were studied later, cf. [KK2,Per82,Sun82].

Most subsequent work on the problem has focused on
solutions for special classes of network topologies. Shortest
path (i.e., stretch factor 1) routing schemes with total mem-
ory requirement O(n log n) were designed for simple topolo-
gies like trees [SK], unit-cost rings, complete networks and
grids [vLT86,vLT87], and outerplanar networks [FJ88]. The
problem of designing memory-efficient near-optimal rout-
ing schemes was cast in a theoretical formulation in [FJ86,
FJ88,FJ89], which also gave precise solutions for various
graph classes up to and including planar graphs. Near-optimal
stretched routing schemes were constructed in [FJ89,?] for c-
decomposable networks and for planar networks. The schemes
for c-decomposable networks guarantee a stretch factor rang-
ing between 2 and 3 (specifically, 1 + 2/a where a > 1 is
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the positive root of the equation a�(c+1)/2� − a − 2 = 0)
and have total memory requirement O(c2 log c · n log2 n).
A crucial step in constructing these routing schemes is as-
signing names to the vertices as part of the routing scheme,
namely O(c log c · log n) bit labels. (For stretch factor 3 a
simpler scheme was proposed in [FJ90] that uses O(log n)
bit names.) Although planar networks can be considered as c-
decomposable networks for c = Θ(

√
n ), better schemes can

be achieved. A first scheme in [FJ89] has a total memory re-
quirement O(n4/3 log n), stretch factor 3, and uses O(log n)
bit names. The second one achieves for every constant d > 3,
a total memory requirement O(dn1+1/d log n), stretch factor
7, and uses O(d log n) bit names. Recently, [GH99] have con-
structed new routing schemes for planar graphs with optimal
stretch 1. Based on book embedding, these schemes use label
names ∈ [1, n]. (A k-page embedding of a graph consists of
a linear ordering of its nodes drawn on a line and of a parti-
tion of its edges into k “pages” so that edges residing on the
same page do not intersect; cf. [B92].) The memory bound is
8n + o(n) bits per vertex. The schemes can be extended to
g genus graphs with n log g + O(n) memory bits per vertex.
As another example, the construction of 3-spanners for the
family of chordal graphs described in [PS89] can be used to
construct routing schemes for these graphs with stretch fac-
tor 3 and O(n log2 n) bits of memory in total. For Euclidean
networks, namely, networks whose sites are embedded in the
2-dimensional plane with Euclidean distances, recent papers
have dealt with proposing efficient designs for compact rout-
ing schemes, based on coordinates of the vertices and compass
routing methods (cf. [BCSW98,BM99,KSU99,BM01]) or ef-
ficient spanner constructions [HP00].

The problem of constructing compact routing schemes for
arbitrary unweighted networks was studied in [PU89], which
presents a family of hierarchical routing schemes (for every
fixed integer κ ≥ 1) that guarantee stretch O(κ) and require
storing a total of O

(
κ3 n1+1/κ log n

)
bits of routing infor-

mation in the network. Similar to [KK1], these schemes are
also based on suitable partitions of the network, but here the
partitions are shown to exist and an algorithm is given for
computing them. Just as for the IRS approach and the routing
schemes of [FJ89,FJ90,GH99], the schemes of [PU89] require
assigning suitable names to the vertices. These names are of
size O(log2 n) bit. However, these schemes (as well as most
earlier approaches, such as IRS and the schemes of [FJ89,
FJ90]) have the disadvantage that the routing information is
not balanced on the set of vertices. In the worst-case, some
vertices may require Ω(n log n) bits of memory.

The solution of [PU89] was later generalized in a num-
ber of ways, and various qualities of the resulting schemes
were improved in [PU87,ABLP89,AP92]. For instance, the
schemes were extended to weighted graphs, they were modi-
fied to work in a setting where vertices can freely select their
own names or routing labels, they were provided with efficient
and distributed preprocessing procedures and so on. These de-
velopments parallel a chain of successive improvements in
the corresponding cluster-based representations used by the
schemes. Recent developments concerning compact routing
schemes with low stretch factor (mainly integral stretch factors
≤ 5) are presented in [KKU95,NO97,EGP98,CW00,Cow01,
TZ01], and also in [TZ01] for higher stretches. The currently

best memory-stretch tradeoff for arbitrary weighted graphs
is achieved by a scheme in which the stretch factor is O(κ)
and the memory requirements are O(n1/κ logO(1) n) bits per
vertex [TZ01a].

Lower bounds for the space-efficiency tradeoff of routing
schemes were studied in [PU89,GP96,KK96,FG97b,EGP98,
BHV99,GG01]. More precisely, in [PU89] it is shown that
every routing strategy that guarantees an s stretched rout-
ing scheme for every n-vertex graph must provide at least
a total of 2Ω(n1+1/(2s+4)) different routing schemes. Thus for
κ ≥ 5, no routing strategy can guarantee for every graph a rout-
ing scheme with a stretch factor O(κ) (specifically κ/2 − 2)
and o(n1+1/κ) bits of total memory. For the case of optimal
stretch 1, it is shown in [GP96] that for every shortest path rout-
ing strategy and for all d and fixed ε < 1 such that 3 ≤ d ≤ εn,
there exists a worst-case graph of degree bounded by d on
which the total memory requirement is Ω(n2 log d), match-
ing the memory requirements of standard routing tables. Both
lower bounds assume that routes and O(log n) bit label names
can be computed and optimized by the routing strategy in order
to decrease the memory requirement.

The issues of name independence and balancing the mem-
ory requirements were first raised in [ABLP89]. The schemes
proposed in [ABLP89] are name-independent (i.e., the orig-
inal name of the destination vertex is used for the routing,
and cannot be relabeled) and apply to arbitrary weighted net-
works. However, they have an inferior efficiency-space trade-
off. For instance, the schemes of [ABLP89], for κ ≥ 1,
use O(κ n1/κ log n) bits of memory per vertex and guaran-
tee a stretch of O(κ2 9κ). The tradeoff was improved by the
schemes of [AP92], which are simpler, and possess the addi-
tional attractive features discussed above. The stretch is O(κ2)
and the memory requirement is O(κ n1/κ log2 n · log D) bits
per vertex, where D is the weighted diameter of the network.
The scheme of [TZ01a] has better memory-stretch tradeoff
but it does not enjoy name-independence (the scheme needs
O(κ log2 n/ log log n) bit names). On the other hand, it is
worth noting that the schemes of [ABLP89] and of [TZ01]
have one additional advantage over [AP92], namely, their
memory complexity is independent of the range of the edge
costs, or the network diameter (or put another way, the routing
algorithm is “purely combinatorial”).

All the schemes presented in [ABLP89,AP92,EGP98,
Cow01,TZ01] have a cluster-based representation as a com-
mon feature. Inside each cluster, the routing is performed along
some spanning trees. Hence the basic problem of efficient rout-
ing in n-vertex trees is of major significance when building
efficient routing schemes in general networks. The basic IRS
scheme of [SK] for trees presented at the beginning of the
section can be improved in several respects. For instance, by
extending the address range from log n to3 log nbits, [Cow01]
has shown that O(

√
n log n) bits suffice for the local routing

table, an improvement for high degree trees. In [EGP98] it
is shown that every routing scheme that selects addresses in
the range [1, n] must use an Ω(

√
n ) bit local routing table

for some trees. Hence by increasing the address size, a variant
of this problem would be to consider routing labels such that
the message can be routed between v to u relying solely on
their label (and possibly the labels of the intermediate vertices
along the route) without any routing tables. This leads to the
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notion of memory-free routing, or using the terminology of the
previous sections, routing labeling schemes. Obviously such a
routing labeling scheme can be obtained from a standard rout-
ing scheme by concatenating in a single label, for every vertex
v, the address of v and its local routing table. Surprisingly, if
output port numbers can be permuted in advance, trees have
routing labeling schemes with only c log n bit labels [FG01],
for a small constant c. It is even proved in [TZ01] that c can be
reduced to c = 1 + O(1/ log log n). If the output port num-
ber cannot be permuted (as required in a general graph where
several tree routing schemes overlap), then trees have routing
labeling schemes with O(log2 n/ log log n) bit labels [FG01,
TZ01], and this bound was shown to be tight [FG02]. This
emphasizes that a small variation on the size of the addresses
has a significant effect on the size of the routing table.

Other related work deals with routing with succinct routing
tables. The case of dynamic networks is dealt with in [AGR89]
in the limited setting of networks whose topology is a tree, and
the topological changes are restricted to growing (i.e., new
edges and vertices are occasionally added to the network).
The routing problem was also dealt with in the context of
the new generation of ATM and optical networks [DKKP95].
See [Gav01,Pel00a] for more detailed overviews.

At this stage, let us discuss some other potential applica-
tions for informative labeling schemes. It seems likely that
labeling schemes may prove useful for various applications in
the contexts of communication networks and distributed proto-
cols. The relevance of distance labeling schemes in the context
of communication networks has been pointed out in [Pel99],
and illustrated by discussing the application of such labeling
schemes to distributed connection setup procedures in circuit-
switched networks. Some other problems where it seems that
distance labeling schemes may be useful include memory-free
routing schemes, bounded (“time-to-live”) broadcast proto-
cols, topology update mechanisms, etc. For specific classes
of graphs, like rooted trees, it is shown in [AKM01] how to
use ancestor labeling schemes to optimize queries on large
database with XML search engines. It is also plausible that
other types of informative labeling schemes may prove useful
for other applications. For instance, one can envision using
Steiner labeling schemes as a tool for optimizing multicast
schedules and selection of subtrees for group communication,
and possibly even for certain information representation prob-
lems on theWeb. Moreover, one may expect that suitable infor-
mative labeling schemes will be applicable in entirely differ-
ent application domains as well, including for instance com-
putational geometry, say, in the context of Euclidean graphs
(cf. [RU99]), and combinatorial optimization in general, by
viewing a vertex labeling as a “nice,” i.e., easily manageable,
representation of the graph.

Let us conclude with a brief discussion of future prospects.
As observed in this paper, both the quality and the cost of
an informative labeling scheme depend on two central fac-
tors: the type of information handled by the scheme, and the
class of networks for which the scheme is designed. Neverthe-
less, there is hope that general and uniform algorithmic and
data-structuring techniques will emerge that will facilitate the
design of informative labeling schemes for many types of in-
formation, or even the design of general schemes capable of
encoding a group of information types together, for instance,
routing and distance.

Finally, the information types handled by the labeling
scheme may not necessarily be directly related to the topol-
ogy of the graph itself. Rather, it may be derived from various
other types of (external) data, stored in the vertices of the net-
work. The idea is to eventually be able to come up with data
structures that will allow “local” deductions on the basis of
small parts of the data, without having to inspect the entire
data structure. Conceivably, this may lead to the development
of abstract types of “fragmented” (or “localized”) data struc-
tures, whose dependencies on the topology are only partial,
giving rise to many interesting and new problems.
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