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#### Abstract

Graph augmentation theory is a general framework for analyzing navigability in social networks. It is known that, for large classes of graphs, there exist augmentations of these graphs such that greedy routing according to the shortest path metric performs in polylogarithmic expected number of steps. However, it is also known that there are classes of graphs for which no augmentations can enable greedy routing according to the shortest path metric to perform better than $\Omega\left(n^{1 / \sqrt{\log n}}\right)$ expected number of steps. In fact, the best known universal bound on the greedy diameter of arbitrary graph is essentially $n^{1 / 3}$. That is, for any graph, there is an augmentation such that greedy routing according to the shortest path metric performs in $\tilde{O}\left(n^{1 / 3}\right)$ expected number of steps. Hence, greedy routing according to the shortest path metric has at least two drawbacks. First, it is in general space-consuming to encode locally the shortest path distances to all the other nodes, and, second, greedy routing according to the shortest path metric performs poorly in some graphs.

We prove that, using semimetrics of small stretch results in a huge positive impact, in both encoding space and efficiency of greedy routing. More precisely, we show that, for any connected $n$-node graph $G$ and any integer $k \geq 1$, there exist an augmentation $\varphi$ of $G$ and a semimetric $\mu$ on $G$ with stretch $2 k-1$ such that greedy routing according to $\mu$ performs in $O\left(k^{2} n^{2 / k} \log ^{2} n\right)$ expected number of steps. As a corollary, we get that for any connected $n$-node graph $G$, there exist an augmentation $\varphi$ of $G$ and a semimetric $\mu$ on $G$ with stretch $O(\log n)$ such that greedy routing according to $\mu$ performs in polylogarithmic expected number of steps. This latter semimetric can be encoded locally at every node using only a polylogarithmic number of bits.
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## 1. INTRODUCTION

Graph augmentation theory is a general framework for analyzing navigability in social networks. It was introduced in [21] where J. Kleinberg analyzed the small world phenomenon observed in Milgram experiment [8, 27]. An augmented graph model is a pair $(G, \varphi)$ where $G$ is an $n$-node connected graph with positive edge cost function, and $\varphi$ is a collection of probability distributions $\left\{\varphi_{u}, u \in V(G)\right\}$. Every node $u \in V(G)$ is given one ${ }^{1}$ extra link pointing to some node $v$, called the long range contact of $u$, chosen at random among all nodes in $G$ according to $\varphi_{u}$ as follows:

$$
\operatorname{Pr}\{u \rightarrow v\}=\varphi_{u}(v) .
$$

The link from a node to its long range contact is called a long range link. The links of the underlying graph $G$ are called local links. Greedy routing in a graph of $(G, \varphi)$ is the oblivious routing protocol where the routing decision taken at the current node $u$ for a message with destination $t$ consists in

1. selecting a neighbor $v$ of $u$ that is the closest to $t$ according to the distance in $G$ (this choice is performed among all neighbors of $u$ in $G$ and the long range contact of $u$ ), and
2. forwarding the message to $v$.
[^2]This process assumes that every node has knowledge of the distances in $G$. On the other hand, every node is unaware of the long range links added to $G$, except its own long range link. Hence the nodes have no notion of the distances in the augmented graph.

The greedy diameter of $(G, \varphi)$ is defined as the maximum, taken over all source-destination pairs $(s, t)$, of the expected number of steps for traveling from $s$ to $t$, using greedy routing in $(G, \varphi)$. A graph $G$ is $k$-navigable if there exists a collection $\varphi$ of probability distributions such that $(G, \varphi)$ has greedy diameter at most $k$.

Lots of effort has been devoted to characterize the family of $n$-node graphs that are polylog( $n$ )-navigable (cf. the surveys $[16,22]$ ). For instance, it is known [21] that for any fixed $d \geq 1$, the $d$-dimensional meshes are $O\left(\log ^{2} n\right)$-navigable. More generally, it was proved that all graphs of bounded doubling dimension or bounded growth are polylog $(n)$-navigable [9, 30]. Similarly, all graphs of bounded treewidth, and more generally all graphs excluding a fixed minor are $\operatorname{polylog}(n)$-navigable [1, 15]. All the augmentation schemes proposed in the aforementioned papers are however specifically designed to apply efficiently to each of the considered classes of graphs. Peleg [28] noticed that any $n$-node graph is $O\left(n^{1 / 2}\right)$-navigable using the uniform augmentation. This result is improved in [18], where is described a universal augmentation $\varphi$ such that greedy routing in $(G, \varphi)$ performs essentially in $n^{1 / 3}$ expected number of steps for any $n$-node graph $G$. On the other hand, it is known [19] that a function $f$ such that every $n$-node graph is $f(n)$-navigable satisfies $f(n)=\Omega\left(n^{1 / \sqrt{\log n}}\right)$. This lower bound is mostly due to the strong constraints induced by routing according to the shortest path distance metric that does not allow messages to take short detour for finding short cuts leading closer to the target.

Actually, analyzing the small world phenomenon using shortest path distance metrics also suffers from other problems. In particular, the assumption that all the entities involved in routing know their mutual distances in the base graph $G$ is questionable. Indeed, if most person have some notion of the distances between individuals, these distances are only estimated. This estimation may be accurate enough for geographical distances, but it may certainly become more vague for criteria like professional distances, or distances measured according to sociological parameters like ethnical characters, religious beliefs, etc. In fact, for obvious memory space constraints, an individual can hardly store ${ }^{2}$ its exact distance to all other individuals in arbitrary networks.

### 1.1 Our results

We prove that, by using metrics or semimetrics ${ }^{3}$ of small stretch results in a huge positive impact, in both encoding space and efficiency of greedy routing. More precisely, a semimetric $\mu: V(G) \times V(G) \rightarrow \mathbb{R}^{+}$has stretch $\sigma \geq 1$ if and

[^3]only if, for any two nodes $u$ and $v$, we have
$$
\operatorname{dist}_{G}(u, v) \leq \mu(u, v) \leq \sigma \cdot \operatorname{dist}_{G}(u, v)
$$
where $\operatorname{dist}_{G}(u, v)$ denotes the distance between $u$ in $v$ in $G$. We show that, for any connected $n$-node graph $G$ with a positive edge cost function and any integer $k \geq 1$, there exist an augmentation $\varphi$ of $G$ and a semimetric $\mu$ on $G$ with stretch $2 k-1$ such that greedy routing in $(G, \varphi)$ according to $\mu$ performs in $O\left(k^{2} n^{2 / k} \log ^{2} n\right)$ expected number of steps. A direct consequence of this result is that the best known universal bound $\tilde{O}\left(n^{1 / 3}\right)$ for the navigability diameter of arbitrary graphs in [18] is beaten by just using a semimetric of small constant stretch.

As an important corollary, we get that, for any connected $n$-node graph $G$, there exist an augmentation $\varphi$ of $G$ and a semimetric $\mu$ on $G$ with stretch $O(\log n)$ such that greedy routing in $(G, \varphi)$ according to $\mu$ performs in polylogarithmic expected number of steps. Therefore, polylogarithmic greedy diameter is achievable for all graphs when using semimetrics of only logarithmic stretch whereas this is impossible to achieve when using metrics (or semimetrics) of stretch 1. Moreover, the semimetric $\mu$ can be encoded locally at every node using only polylog $(n) \log \Delta$ bits, where $\Delta=\max _{x \neq y} \operatorname{dist}_{G}(x, y) / \min _{x \neq y} \operatorname{dist}_{G}(x, y)$ denotes the aspect ratio (or normalized diameter) of $G$.

The improvement provided by our approach, compared to greedy routing according to shortest path distances, is therefore three folded. First, greedy routing is guaranty to perform polylogarithmically in all graphs; Second, the used metric provides good approximations of the real distances in the network (this fits with reality where individuals have only good but not exact estimations of their distances to the other nodes); And, third, this metric can be encoded compactly at every node, as opposed to shortest path distances.

Our proof uses the concept of tree-covers, i.e., spanners obtained as union of trees. It is important to note that a low stretch spanner $S$ of the base graph $G$ is not sufficient to guaranty that greedy routing according to the distance in this spanner be efficient, even if $S$ is polylog( $n$ )-navigable. Nevertheless, we propose a more sophisticated construction of a semimetric $\mu$ in $G$ which, combined with an appropriate augmentation $\varphi$ of $G$, where both $\varphi$ and $\mu$ depend on a tree-covering of $G$, insures polylogarithmic performances of greedy routing in $(G, \varphi)$ according to $\mu$.

### 1.2 Related work

In addition to the contributions mentioned before, it is worth to mention other important contributions to the analysis of the augmented graph model. Several attempts have be made to increase the performances of greedy routing, by slightly modifying the routing protocol (cf., e.g., [6, 17, 23, 24]). Lower bounds on the performances of greedy routing in rings have been derived in $[2,4,11,14]$. The distributed setting of the long-range links has been studied in [10]. The structure of augmented graphs has been analyzed in [25, 26]. Finally, models for the emergence of the small world phenomenon have been proposed in [7, 29]

## 2. NAVIGABILITY DIAMETER

Let $G$ be a connected graph with a positive edge cost function, and $\varphi$ be an augmenting distribution for $G$. Greedy routing in $H \in(G, \varphi)$ to a target $t \in V(H)$ according to
a metric, or a semimetric, $\mu: V(G) \times V(G) \rightarrow \mathbb{R}^{+}$, is the routing process in which every intermediate node $u \in V(H)$

1. selects among all its neighbors in $H$ (i.e., its neighbors in the base graph $G$ plus its long range contact) the node $v$ that minimizes $\mu(v, t)$ (ties are broken arbitrarily), and
2. forwards the message to $v$.

Note that greedy routing according to $\mu$ may not always converge, even if $\mu$ is a metric. For instance, let

$$
\mu(u, v)= \begin{cases}1 & \text { if } u \neq v \\ 0 & \text { otherwise }\end{cases}
$$

Then greedy routing does not always converge. On the other hand, if $\mu(u, v)=\operatorname{dist}_{G}(u, v)$ then greedy routing always converges, simply because the distance to the target (in the base graph $G$ ) is reduced by at least $\min _{x \neq y} d_{G}(x, y)>0$ at each step.

Actually, greedy routing always converges if $\mu(u, v)=$ $\operatorname{dist}_{S}(u, v)$ where $S$ is a connected spanning subgraph (spanner) of the base graph $G$ because the neighbor $v$ of the current node $u$ along a shortest path from $u$ to the target $t$ in $S$ satisfies $\mu(v, t)=\operatorname{dist}_{S}(u, t)-\operatorname{dist}_{S}(u, v)$, and thus the distance to the target (in the spanner $S$ ) can be reduced by at least $\operatorname{dist}_{S}(u, v)>0$ at each step.

For any source-target pair $(s, t) \in V(G) \times V(G)$, let $X_{s, t}$ be the random variable that is equal to the number of steps of greedy routing from $s$ to $t$ in $(G, \varphi)$ according to $\mu$.

Definition 1. The navigability diameter, $\operatorname{nav}(G, \varphi, \mu)$, of $(G, \varphi, \mu)$ is defined as the maximum, taken over all sourcedestination pairs $(s, t)$, of the expected number of steps of greedy routing in $(G, \varphi)$ from s to $t$, according to $\mu$. That is,

$$
\operatorname{nav}(G, \varphi, \mu)=\max _{s, t} \mathbb{E}_{\varphi}\left(X_{s, t}\right)
$$

Hence the greedy diameter of $(G, \varphi)$ is the navigability diameter of $\left(G, \varphi, \operatorname{dist}_{G}\right)$. Note that the underlying graph $G$ can be edge-weighted, with $\operatorname{dist}_{G}(u, v)$ defined as the sum of the edge-weights of a shortest path between $u$ and $v$. However, the performances of greedy routing are measured in term of number of hops, i.e., ignoring the edge-weights.

One can solve the navigability problem when no constraints are placed on the semimetric. In particular, for any connected $n$-node graph $G$, by picking any spanning tree $T$ of $G$, by augmenting $T$ using the augmentation $\varphi$ defined for trees in [14], and by setting $\mu(u, v)=\operatorname{dist}_{T}(u, v)$, one can prove that $\operatorname{nav}(G, \varphi, \mu)=O(\log n)$. The stretch of $\mu$ is however $\Omega(n)$, even by selecting the "best" spanning tree $T$, as witnessed by the $n$-node cycles. Our objective is, given a graph $G$, to find an augmentation $\varphi$, and a metric or semimetric $\mu$ of low stretch such that $\operatorname{nav}(G, \varphi, \mu)$ is small. Unfortunately, using a spanner $S$ of low stretch (i.e., the maximum, over all pairs $\{u, v\}$ of nodes, of the ratio $\operatorname{dist}_{G}(u, v) / \operatorname{dist}_{S}(u, v)$ is small) does not imply that greedy routing according to dist $_{S}$ will be efficient. In fact, the performances of greedy routing according to dist ${ }_{S}$ may even be independent of the stretch of $S$. To illustrate this fact, we state the following result.

Proposition 1. For every $n \geq 1$ and $\epsilon \in(0,1]$, there exists an edge-weighted graph $G$ of $8 n+4$ vertices, $a$
$(1+\epsilon)$-spanner $S$ of $G$, and an augmentation $\varphi$ such that $\operatorname{nav}\left(S, \varphi, \operatorname{dist}_{S}\right)=\operatorname{polylog}(n)$ but $\operatorname{nav}\left(G, \varphi, \operatorname{dist}_{S}\right)=\Omega(n)$. (For $\epsilon=1$, the graph $G$ is unweighted).

Proof. Let $n \geq 1$. We consider the following weighted graph $G$, as pictured on Figure 1. $G$ has $8 n+4$ nodes, and consists of a cycle $C=\left(x_{0}, x_{1}, \ldots, x_{6 n+2}\right)$ of $6 n+3$ nodes, plus $2 n+1$ nodes $y_{0}, y_{1}, \ldots, y_{2 n}$ where $y_{i}$ is connected to the four nodes $x_{3 i}, x_{3 i+1}, x_{3 i+2}, x_{3(i+1)}$, for $i=0,1, \ldots, 2 n$. The edge cost is 1 for all edges of $G$ but for edges between nodes $x_{3 i}$ and $x_{3 i+1}$ for which the cost is $\epsilon$. Let $S$ be the spanner of $G$ obtained by removing all edges $\left\{y_{i}, x_{3 i}\right\}$ for $i=0,1, \ldots, 2 n$. The stretch of $S$ is $1+\epsilon$. The graph is augmented as follows. For every node $u \in \bigcup_{i=0}^{2 n}\left\{x_{3 i}, y_{i}\right\}$, we set

$$
\operatorname{Pr}(u \rightarrow v)= \begin{cases}1 & \text { if } u=v \\ 0 & \text { otherwise }\end{cases}
$$

and for every node $u \in \bigcup_{i=0}^{2 n}\left\{x_{3 i+1}, x_{3 i+2}\right\}$, we set

$$
\operatorname{Pr}(u \rightarrow v)=\left\{\begin{array}{cl}
0 & \text { if } v \in\left\{y_{0}, y_{1}, \ldots, y_{2 n}\right\} \\
\frac{1}{4 H_{n} \cdot|i-j|} & \text { if } u \in\left\{x_{3 i+1}, x_{3 i+2}\right\} \text { and } \\
& v \in\left\{x_{3 j+1}, x_{3 j+2}\right\} \text { with } i \neq j .
\end{array}\right.
$$

where $H_{n}=\sum_{i=1}^{n} \frac{1}{i}$ is the $n$th harmonic number. In other words, nodes $x_{3 i}, y_{i}$ are their own long-range contacts, and the long-range contacts of $x_{3 i+1}$ and $x_{3 i+2}$ are distributed harmonically in the cycle $C$ in a way similar to [21]. Let $\varphi$ denotes this augmentation.

By the same arguments as in [21], $\operatorname{nav}\left(S, \varphi, \operatorname{dist}_{S}\right)=$ $O\left(\log ^{2} n\right)$.

On the other hand, consider greedy routing in $(G, \varphi)$ from $x_{0}$ to $x_{3 n}$, according to dists $S$. For any $i \in\{0,1, \ldots, n-1\}$, the neighbor of $x_{3 i}$ that is closest to $x_{3 n}$ in $S$ is $y_{i}$, and the neighbor of $y_{i}$ that is closest to $x_{3 n}$ in $S$ is $x_{3(i+1)}$, because all these nodes are their own long-range contacts. Therefore, the greedy path from $x_{0}$ to $x_{3 n}$ is

$$
x_{0}, y_{0}, x_{3}, y_{1}, \ldots, x_{3 i}, y_{i}, \ldots, x_{3(n-1)}, y_{n-1}, x_{3 n}
$$

independently from the trials of the long-range links. This path is of length $2 n$, and thus $\operatorname{nav}\left(G, \varphi\right.$, dist $\left._{S}\right) \geq 2 n$.

The proof of Proposition 1 illustrates the (perhaps counterintuitive) fact that adding edges to a graph may result in slowing down the performances of greedy routing considerably. Hence using low-stretch spanners and/or low-stretch metrics are not sufficient by themselves for solving the navigability problem.

## 3. LOW STRETCH UNIVERSAL GRAPH AUGMENTATION

In this section, we establish our main result about polylogarithmic navigability using semimetrics of logarithmic stretch. Our proof technique is a combination of the use of a certain kind of spanners, the design of specific augmentations for these spanners, and the design of appropriate semimetrics that fit with both the spanners and their augmentations.

Theorem 1. For any n-node connected graph $G$ with a positive edge cost function, and any integer $k \geq 1$, there exist an augmenting distribution $\varphi$, and a semimetric $\mu$ on $G$ with stretch $2 k-1$, such that $\operatorname{nav}(G, \varphi, \mu)=O\left(k^{2} n^{2 / k} \log ^{2} n\right)$. The semimetric $\mu$ can be encoded at every node using


Figure 1: Graph $G$ in the proof of Proposition 1, for $n=2$. Dotted lines represent the edges not in the spanner $S$.
$O\left(k n^{1 / k} \log n \log (k \Delta)\right)$ bits, where $\Delta$ denotes the normalized diameter of $G$.

A direct consequence of this result is that the best known universal bound $\tilde{O}\left(n^{1 / 3}\right)$ for the navigability diameter of arbitrary graphs in [18] is beaten by just using a semimetric of small constant stretch. By chosing $k=\lceil\log n\rceil$ in Theorem 1 , we get the more important following corollary:

Corollary 1. For any n-node connected graph $G$, there exist an augmenting distribution $\varphi$, and a semimetric $\mu$ on $G$ with stretch $O(\log n)$, such that $\operatorname{nav}(G, \varphi, \mu)=O\left(\log ^{4} n\right)$. The semimetric $\mu$ can be encoded at every node using $O\left(\log ^{2} n \log (\Delta \log n)\right)$ bits, where $\Delta$ denotes the normalized diameter of $G$.

To prove Theorem 1, let us fix a connected $n$-node graph $G$. The proof uses the concept of sparse tree-cover [3]. A $(\sigma, \delta)$-tree-cover of $G$ is a collection $\mathcal{T}$ of trees satisfying the three following conditions:

Cover: Any $T \in \mathcal{T}$ is a subgraph of $G$, and for any node $u \in V(G)$ there is a tree $T \in \mathcal{T}$ containing $u$;

Stretch $\sigma$ : For any $(u, v) \in V(G) \times V(G)$, there exists $T \in$ $\mathcal{T}$ such that $T$ spans both $u$ and $v$, and $\operatorname{dist}_{T}(u, v) \leq$ $\sigma \cdot \operatorname{dist}_{G}(u, v)$;

Degree $\delta$ : For any $u \in V(G),|\{T \in \mathcal{T}, u \in V(T)\}| \leq \delta$.
Theorem 1 directly follows from the lemma below after recalling that any graph has a $\left(2 k-1, O\left(k n^{1 / k}\right)\right)$-treecover [31], for any $k \geq 1$.

Lemma 1. For any n-node graph $G$, if $G$ has a $(\sigma, \delta)$-treecover with $\delta \leq n$, then there exist an augmenting distribution
$\varphi$, and a semimetric $\mu$ on $G$ with stretch at most $\sigma$, such that $\operatorname{nav}(G, \varphi, \mu) \leq(\delta \log n)^{2}$. The semimetric $\mu$ can be encoded at every node using $O(\delta \log n \log (\sigma \Delta))$ bits, where $\Delta$ is the normalized diameter of $G$.

The rest of the section is devoted to the proof of this lemma. Note that, as we underlined in Section 2, the given of a low stretch spanner is not sufficient to guaranty that greedy routing according to the distance in this spanner be efficient. The proof below uses a more sophisticated construction of a semimetric $\mu$ which, combined with an appropriate augmentation $\varphi$, insures good performances of greedy routing in $(G, \varphi)$ according to $\mu$.

Proof. Let $\mathcal{T}$ be a $(\sigma, \delta)$-tree-cover of $G$ with $\delta \leq n$. To establish the lemma, let $\mu: V(G) \times V(G) \rightarrow \mathbb{R}^{+}$be the following map. For any two nodes $u$ and $v$, let $\mathcal{T}_{u, v}$ denotes the set of trees $T \in \mathcal{T}$ such that both $u$ and $v$ are spanned by $T$. We then define $\mu$ by

$$
\mu(u, v)=\min _{T \in \mathcal{T}_{u, v}} \operatorname{dist}_{T}(u, v)
$$

This map $\mu$ is well defined because $\mathcal{T}$ satisfies the stretch property, i.e., $\mathcal{T}_{u, v} \neq \emptyset$. It is a semimetric because it inherits this property from the distance metric in trees. It is of stretch at most $\sigma$ because the stretch of $\mathcal{T}$ is $\sigma$.

The augmenting distribution $\varphi$ for $G$ is set as follow. Fix $u \in V(G)$. We define $\varphi_{u} \in \varphi$. To select its long-range contact $v$, node $u$ picks a tree $T$ uniformly at random among all trees in the tree-cover that are spanning $u$. The long range contact of $u$ is then chosen in $T$ according to the augmentation scheme defined in [15] for graphs of bounded treewidth, applied to trees, i.e., to graphs of treewidth 1. This augmentation is as follows.

Let $|T|$ denote the number of nodes in $T$. Let $c$ be a centroid of $T$, i.e., a node such that any trees in $T \backslash\{c\}$
has at most $|T| / 2$ nodes. For every node $u \in V(T)$, we set $c^{(u, 0)}=c$, and if $u \neq c^{(u, 0)}$, define $T^{(u, 1)}$ as the tree of $T \backslash$ $\left\{c^{(u, 0)}\right\}$ containing $u$. Then, let $c^{(u, 1)}$ be a centroid of $T^{(u, 1)}$, and, if $u \neq c^{(u, 1)}$ let $T^{(u, 2)}$ be the tree of $T^{(u, 1)} \backslash\left\{c^{(u, 1)}\right\}$ containing $u$. And so on. One constructs in this way two finite sequences (see Figure 2):

$$
\begin{equation*}
\left(T^{(u, 0)}, T^{(u, 1)}, \ldots, T^{\left(u, q^{(u)}\right)}\right) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(c^{(u, 0)}, c^{(u, 1)}, \ldots, c^{\left(u, q^{(u)}\right)}\right) \tag{2}
\end{equation*}
$$

where $T^{(u, 0)}=T, c^{(u, i)}$ is the centroid of $T^{(u, i)}$ closest to $c$ in $T, T^{(u, i+1)}$ is the tree of $T^{(u, i)} \backslash\left\{c^{(u, i)}\right\}$ containing $u$, and $c^{\left(u, q^{(u)}\right)}=u$. Note that since $|T| \leq n$, and $\left|T^{(u, i+1)}\right| \leq$ $\left|T^{(u, i)}\right| / 2$, we get that both sequences are of length $q^{(u)}+1 \leq$ $\log n$.

To set up its long-range link, every node $u$ proceeds as follows:

- it considers the $\delta_{u}$ trees $T_{1}, \ldots, T_{\delta_{u}}$ of the tree-cover it belongs to, where $\delta_{u} \leq \delta$;
- it picks one of them uniformly at random, say $T_{j}, 1 \leq$ $j \leq \delta_{u}$; and
- it selects its long range contact as one of the at most $\log n$ centroids $c_{j}^{(u, k)}$ of $T_{j}, 0 \leq k \leq q_{j}^{(u)}$, uniformly at random.

In other words, we select the long range contact $v$ of node $u$ according to:
$\varphi_{u}(v)=\left\{\begin{array}{cl}\frac{1}{\delta_{u}} \cdot \frac{1}{q_{j}^{(u)}+1} & \text { if } v \in\left\{c_{j}^{(u, 0)}, c_{j}^{(u, 1)}, \ldots, c_{j}^{\left(u, q_{j}^{(u)}\right)}\right\} \\ 0 & \text { for some } 1 \leq j \leq \delta_{u} \\ \text { otherwise }\end{array}\right.$
Let us now fix a source $s$ and a target $t$ in $G$, and let us compute the expected number of steps of greedy routing from $s$ to $t$ in $(G, \varphi, \mu)$. First, observe that greedy routing in $(G, \varphi, \mu)$ does lead from $s$ to $t$ in any augmentation of $G$. Indeed, if $u$ is the current node, and if $T \in \mathcal{T}_{u, t}$ is the tree for which $\mu(u, t)=\operatorname{dist}_{T}(u, t)$, then the neighbor $v$ of $u$ along the shortest path from $u$ to $t$ in $T$ satisfies $\operatorname{dist}_{T}(v, t)<\mu(u, t)$, and thus the next node $w$ on the greedy path from $u$ to $t$ satisfies $\mu(w, t) \leq \mu(v, t) \leq \operatorname{dist}_{T}(v, t)<$ $\mu(u, t)$. Hence the "distance" measured by the semimetric $\mu$ between the current node and the target decreases at each step of greedy routing, and thus greedy routing in ( $G, \varphi, \mu$ ) always succeeds.

For computing the efficiency of greedy routing in $(G, \varphi, \mu)$, we consider the potential function $\Phi$ defined as follows. Let

$$
P=u_{0}, u_{1}, \ldots, u_{\ell}
$$

with $u_{0}=s$ and $u_{\ell}=t$, be the path followed by greedy routing from $s$ to $t$. The path $P$ depends on the trial of the long-range links as determined by $\varphi$, and the expected number of steps of greedy routing from $s$ to $t$ is equal to $\mathbb{E}_{\varphi}(|P|)$. For $i=0, \ldots, \ell$, let

$$
P_{i}=u_{0}, u_{1}, \ldots, u_{i}
$$

be the prefix of $P$ consisting of the $i+1$ first nodes of $P$. The potential $\Phi$ is a function of the $P_{i} \mathrm{~s}$, more precisely of their extremities $u_{i} \mathrm{~S}$. $\Phi$ uses the centroids as beacons, and
counts how many beacons are still closer to the target than the current node is. It is defined by $\delta_{t}$ distinct functions $\phi_{j}$, $1 \leq j \leq \delta_{t}$, where each $\phi_{j}$ is associated to a distinct tree $T_{j}$ among the $\delta_{t}$ trees in $\mathcal{T}$ spanning the target $t$. (By the degree property of the ( $\sigma, \delta$ )-tree-cover, $\left.\delta_{t} \leq \delta\right)$. Let

$$
\left(c_{j}^{(t, 0)}, c_{j}^{(t, 1)}, \ldots, c_{j}^{\left(t, q_{j}^{(t)}\right)}\right)
$$

be the sequence of centroids for $t \in T_{j}$, as defined by Equations 1 and 2. Each $\phi_{j}$ returns a boolean vector of at most $\log n$ coordinates, obtained by the application of at most $\log n$ functions $\phi_{j}^{(k)}$. More precisely,

$$
\phi_{j}=\left(\phi_{j}^{(0)}, \ldots, \phi_{j}^{\left(q_{j}^{(t)}\right)}\right)
$$

where, for $k=0, \ldots, q_{j}^{(t)}$, we have

$$
\phi_{j}^{(k)}\left(P_{i}\right)= \begin{cases}1 & \text { if } \mu\left(u_{i}, t\right)>\mu\left(c_{j}^{(t, k)}, t\right) \\ 0 & \text { otherwise }\end{cases}
$$

In other words, we use the at most $\delta \cdot \log n \operatorname{nodes} c_{j}^{(t, k)}$, $1 \leq j \leq \delta_{t}, 0 \leq k \leq q_{j}^{(t)}$, to represent as many beacons, and we count how many beacons are still closer to the target than the current node is, by defining

$$
\Phi\left(P_{i}\right)=\sum_{j=1}^{\delta_{t}}\left\|\phi_{j}\left(P_{i}\right)\right\|_{1} \text {, i.e., } \Phi\left(P_{i}\right)=\sum_{j=1}^{\delta_{t}} \sum_{k=0}^{q_{j}^{(t)}} \phi_{j}^{(k)}\left(P_{i}\right)
$$

Since $\phi_{j}^{(k)}\left(P_{i+1}\right) \leq \phi_{j}^{(k)}\left(P_{i}\right)$, for all $i, j, k$, we get that

$$
\Phi\left(P_{i+1}\right) \leq \Phi\left(P_{i}\right)
$$

for all $i \geq 0$. Also,

$$
\begin{equation*}
\Phi\left(P_{0}\right) \leq \sum_{j=1}^{\delta_{t}}\left(1+q_{j}^{(t)}\right) \leq \delta_{t} \log n \leq \delta \log n \tag{3}
\end{equation*}
$$

We have $\Phi(P)=\Phi\left(P_{\ell}\right)=0$, and thus the target $t$ is reached after at most $\Phi\left(P_{0}\right)$ 1-entries successively vanish in the vectors $\phi_{j}$ s when traveling along $P$. Let $Z_{i}$ be the random variable measuring the number of nodes in $P$ between the vanishing of the $i$ th 1 -entry and the vanishing of the $(i+1)$ th 1-entry of $\Phi$. By linearity of the expectation, we have

$$
\begin{equation*}
\mathbb{E}_{\varphi}(|P|)=\sum_{i=0}^{\Phi\left(P_{0}\right)} \mathbb{E}_{\varphi}\left(Z_{i}\right) \tag{4}
\end{equation*}
$$

The remaining of the proof consists in upper bounding $\mathbb{E}_{\varphi}\left(Z_{i}\right)$.

The function $\Phi$ is based on the centroid decomposition $c_{j}^{(t, k)}$ for the target node $t$ whereas the routing depends on the long-range links of the current node $u_{i}$ that are set based on the centroid decomposition $c_{j}^{\left(u_{i}, k\right)}$ for node $u_{i}$. Here is how these two decompositions are related. Let $u_{i}$ be the last node of $P_{i}, u_{i} \neq t$. Let $j$ be the index such that $\mu\left(u_{i}, t\right)=$ $\operatorname{dist}_{T_{j}}\left(u_{i}, t\right)$. Let $k$ be the largest index such that

$$
\left(c_{j}^{\left(u_{i}, 0\right)}, \ldots, c_{j}^{\left(u_{i}, k\right)}\right)=\left(c_{j}^{(t, 0)}, \ldots, c_{j}^{(t, k)}\right)
$$

where these sequences are defined for $T_{j}$ according to Equations 1 and 2. The index $k$ is well defined since $c_{j}^{\left(u_{i}, 0\right)}=$ $c_{j}^{(t, 0)}=c_{j}$, where $c_{j}$ is the centroid of $T_{j}$. The nodes $u_{i}$ and $t$ are separated by $c_{j}^{\left(u_{i}, k\right)}=c_{j}^{(t, k)}$ in $T_{j}$. For instance, on Figure 2, nodes $u$ and $v$ are separated by their


Figure 2: Centroid decomposition.
centroids of level 0: $c^{(u, 0)}=c^{(v, 0)}$. On the same figure, nodes $u$ and $x$ are separated by their centroids of level 1 : $\left(c^{(u, 0)}, c^{(u, 1)}\right)=\left(c^{(x, 0)}, c^{(x, 1)}\right)$.

If $u_{i}=c_{j}^{\left(u_{i}, k\right)}=c_{j}^{(t, k)}$, then $\phi_{j}^{(k)}\left(P_{i}\right)=0$. On the other hand, $\phi_{j}^{(k)}\left(P_{i-1}\right)=1$ because, as we observed before, greedy routing according to $\mu$ satisfies $\mu\left(u_{i-1}, t\right)>\mu\left(u_{i}, t\right)$, and thus $\mu\left(u_{i-1}, t\right)>\mu\left(c_{j}^{(t, k)}, t\right)$. Hence at least one 1-entry of $\Phi$ vanishes when reaching node $u_{i}$. Assume now that $u_{i} \neq c_{j}^{\left(u_{i}, k\right)}=c_{j}^{(t, k)}$. Since

$$
\mu\left(u_{i}, t\right)=\operatorname{dist}_{T_{j}}\left(u_{i}, t\right)
$$

and

$$
\operatorname{dist}_{T_{j}}\left(u_{i}, t\right)=\operatorname{dist}_{T_{j}}\left(u_{i}, c_{j}^{\left(u_{i}, k\right)}\right)+\operatorname{dist}_{T_{j}}\left(c_{j}^{\left(u_{i}, k\right)}, t\right)
$$

we get that

$$
\mu\left(c_{j}^{\left(u_{i}, k\right)}, t\right) \leq \operatorname{dist}_{T_{j}}\left(c_{j}^{\left(u_{i}, k\right)}, t\right)<\operatorname{dist}_{T_{j}}\left(u_{i}, t\right)=\mu\left(u_{i}, t\right)
$$

As a consequence, if the long-range contact of $u_{i}$ is $c_{j}^{\left(u_{i}, k\right)}=$ $c_{j}^{(t, k)}$, then the next node $u_{i+1}$ along $P$ will satisfies $\mu\left(u_{i+1}, t\right) \leq \mu\left(c_{j}^{(t, k)}, t\right)$, and therefore $\phi_{j}^{(k)}\left(P_{i+1}\right)=0$. Hence at least one 1-entry of $\Phi$ vanishes when reaching node $u_{i+1}$. The event "the long-range contact of $u_{i}$ is $c_{j}^{\left(u_{i}, k\right)}$ " occurs with probability at least $1 /(\delta \cdot \log n)$ because every node belongs to at most $\delta$ trees, and there are at most $\log n$ levels of centroids.

Summarizing the above arguments, at each step along $P$, either at least one 1-entry of $\Phi$ vanishes, or the probability that at least one 1-entry of $\Phi$ vanishes at the next step is at least $1 /(\delta \cdot \log n)$. As a direct consequence, since all longrange links are chosen independently at each node,

$$
\mathbb{E}_{\varphi}\left(Z_{i}\right) \leq \delta \cdot \log n
$$

By combining this latter inequality with Equations 3 and 4, and using the facts that $\delta_{t} \leq \delta$ and $1+q_{j}^{(t)} \leq \log n$ for all $j$, we finally get that

$$
\mathbb{E}_{\varphi}(|P|) \leq(\delta \cdot \log n)^{2}
$$

which completes the proof of the Lemma as far as greedy routing is concerned.

We now show how to encode $\mu$ compactly at every node. We use the concept of distance-labeling [13]. Roughly, a
distance-labeling scheme for a graph class $\mathcal{G}$ is a pair $(\lambda, \alpha)$, where $\lambda$ is a labeling function applying to the nodes of every graph in $\mathcal{G}$, and $\alpha$ is a decoding function that, given two labels of two nodes in $G \in \mathcal{G}$, returns the distance between these two nodes in $G$. That is, every node $u \in V(G)$ is given a label $\lambda(u, G)$, and $\operatorname{dist}_{G}(u, v)=\alpha(\lambda(u, G), \lambda(v, G))$.

We will provide a compact labeling scheme $(L, \beta)$ for our semimetric $\mu$. Given this scheme, greedy routing according to $\mu$ is executed as follows. The target $t \in V(G)$ is identified by its label $L(t, G)$. Let $u$ be the current node. Node $u$ contacts its neighbors, and collects their labels. Using these labels, $u$ computes, for every neighbor $v$, the value $\mu(v, t)=\beta(L(v, G), L(t, G))$, and it selects the neighbor with the smallest value for forwarding the message.

It is known (see $[12,13]$ ) that there exists a distancelabeling scheme $(\lambda, \alpha)$ for trees using $O\left(\log n_{T} \log \Delta_{T}\right)$-bit labels, where $n_{T}$ is the number of nodes of the tree $T$ and $\Delta_{T}$ its normalized diameter of $T$. The decoding function $\alpha$ is a constant time and constant size algorithm. Let us label the trees of the $(\sigma, \delta)$-tree-cover $\mathcal{T}$ by pairwise distinct integers from 1 to $|\mathcal{T}| \leq \delta n$. For each tree $T_{i} \in \mathcal{T}, \lambda\left(u, T_{i}\right)$ is the labeling of $u$ in $T_{i}$. We define the label $L(u, G)$ by
$L(u, G)=\left(\left(\ell_{1}, \lambda\left(u, T_{\ell_{1}}\right)\right),\left(\ell_{2}, \lambda\left(u, T_{\ell_{2}}\right)\right), \ldots,\left(\ell_{\delta_{u}}, \lambda\left(u, T_{\ell_{\delta_{u}}}\right)\right)\right)$
where $T_{\ell_{i}}, i=1, \ldots, \delta_{u}$, are all trees covering $u$. Because of the stretch property of $\mu$, (normalized) distances in $\mu$ do not exceed $\sigma \Delta$, where $\Delta$ is the normalized diameter of $G$. Thus every label $\lambda\left(u, T_{\ell_{i}}\right)$ is on $O(\log n \log (\sigma \Delta))$ bits. Each tree identifier $\ell_{i}$ can be represented with $O(\log (\delta n))$ bits, and, by bounding $\delta \leq n$, we get that each label $L(u, G)$ is on at most

$$
O(\delta(\log n \log (\sigma \Delta)+\log (\delta n))=O(\delta \log n \log (\sigma \Delta)) \text { bits. }
$$

Given two labels $L(u, G)$ and $L(v, G)$, one can compute $\mu(u, v)$ by selecting all trees that cover both $u$ and $v$, computing the distance between these two nodes in each of them using $\alpha$, and taking the minimum of these distances. This completes the proof of Lemma 1, and thus the proof of Theorem 1.

## 4. CONCLUSION

The main result in this paper is the design, for any given connected $n$-node graph $G$, of an augmentation $\varphi$ for $G$, and of a compact semimetric $\mu$ in $G$ with stretch $O(\log n)$, such that $\operatorname{nav}(G, \varphi, \mu)$ is polylogarithmic.

It would be interesting to check whether this is optimal in term of stretch. In particular, is it possible to design, for any given connected $n$-node graph $G$, an augmentation $\varphi$ for $G$, and a semimetric $\mu$ in $G$ with constant stretch, such that $\operatorname{nav}(G, \varphi, \mu)$ is polylogarithmic?

It would also be interesting to check whether it is possible to design a distance metric satisfying the same properties as Corollary 1. In particular, is it possible to design, for any given connected $n$-node graph $G$, an augmentation $\varphi$ for $G$, and a distance metric $\mu$ with polylogarithmic stretch that can be stored locally using a polylogarithmic number of bits at each node, such that $\operatorname{nav}(G, \varphi, \mu)$ is polylogarithmic? Again, the use of low stretch spanners does not lead directly to the answer. Indeed, distance labeling requires labels of size $\Omega(\sqrt{n})$ even in graphs of maximum degree 3 (see [13]).
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[^2]:    ${ }^{1}$ Adding more that one link generally results in speeding up navigability by a factor linear in the number of links, and thus this dimension of the problem is ignored in this paper which focusses on augmentations using one extra link per node. Note that computing the minimum number of links necessary to achieve a given navigability performance is NP-hard [14].

[^3]:    ${ }^{2}$ It can even be proved that extracting exact distances in any $n$-node network requires at least $\Omega(n)$ bits of information about the network for some individuals [13, 31].
    ${ }^{3} \mathrm{~A}$ semimetric space generalizes the concept of a metric space by not requiring the condition of satisfying the triangle inequality. We stress that the triangle inequality can be violated in several real world networks, in particular by the interdomain routing latencies (RTT) in the Internet [5, 20].

