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Abstract. We prove that there exists an O(log(n))-labeling scheme for
every first-order formula with free set variables in every class of graphs
that is nicely locally cwd-decomposable, which contains in particular, the
nicely locally tree-decomposable classes. For every class of bounded ex-
pansion we prove that every bounded formula has an O(log(n))-labeling
scheme. We also prove that, for fixed k, every quantifier-free formula has
an O(log(n))-labeling scheme in graphs of arboricity at most k. Some of
these results are extended to counting queries.

1 Introduction

The model-checking problem for a class of structures C and a logical language
L consists in deciding, for given S ∈ C and for some fixed sentence ϕ ∈ L if
S |= ϕ, i.e., if S satisfies the property expressed by ϕ. More generally, if ϕ is
a formula with free variables x1, . . . , xm one asks whether S |= ϕ(d1, . . . , dm)
where d1, . . . , dm ∈ DS are values given to x1, . . . , xm. One may also wish to list
the set of m-tuples (d1, . . . , dm) that satisfy ϕ in S, or simply count them.

Polynomial time algorithms for these problems (for fixed ϕ) exist for cer-
tain classes of structures and certain logical languages. In this sense graphs of
bounded degree “fit” with first-order (FO for short) logic [17,7] and graphs of
bounded tree-width or clique-width “fit” with monadic second-order (MSO for
short) logic. Frick and Grohe [8,9,11] have defined Fixed Parameter Tractable
(FPT for short) algorithms for FO model-checking problems on graphs of un-
bounded degree and tree-width (Definitions and Examples are given in Section
4). We will also use definitions from Nešeťril and Ossona de Mendez [15].

We will use the same tools for the following labeling problem : let be given a
class of graphs C and a property P (x1, . . . , xm, Y1, . . . , Yq) of vertices x1, . . . , xm

and of sets of vertices Y1, . . . , Yq of graphs G in C. We want two algorithms,
an algorithm A that attaches to each vertex u of a given graph G in C a label
L(u), defined as a sequence of 0’s and 1’s of length O(log(n)) or O(logk(n))
(for some fixed k) where n is the number of vertices of G, and an algorithm
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B (independent of G) that checks property P (a1, . . . , am, W1, . . . , Wq) by us-
ing the labels : this algorithm must take as input the labels L(a1), . . . , L(am)
and the sets of labels L(W1), . . . , L(Wq) of the sets W1, . . . , Wq and tell whether
P (a1, . . . , am, W1, . . . , Wq) is true. (Each label L(u) identifies the vertex u, which
is possible with a sequence of length �log(n)�.) Results of this type have been
established for MSO logic by Courcelle and Vanicat [5] and, for particular prop-
erties (connectivity queries, that are expressible in MSO logic) by Courcelle and
Twigg in [4] and by Courcelle et al. in [2].

Let us review the motivations for looking for compact labelings of graphs. By
compact, we mean of length of order less than O(n), where n is the number of
vertices of the graph, hence in particular of length O(logk(n)). By an O(log(n))-
labeling, we mean one where each label is a word over {0, 1} of length at most
a · log(n), where n is the number of vertices and a is a constant depending on
the type of the graph (e.g., planar, or of tree-width at most some fixed value).

In distributed computing over a communication network with underlying
graph G, nodes must act according to their local knowledge only. This knowl-
edge can be updated by message passing. Due to space constraints on the local
memory of each node, and on the sizes of messages, a distributed task cannot be
solved by representing the whole graph G in each node or in each message, but
it must rather manipulate more compact representations of G. Typically, the
routing task may use routing tables, that are sublinear in the size of G (prefer-
ably of poly-logarithmic size), and short addresses transmitted in the headers
of messages (of poly-logarithmic size too). As surveyed in [12] many distributed
tasks can be optimized by the use of labels attached to vertices. Such labels
should be usable even when the network has node or link crashes. They are
called forbidden-set labeling schemes in [4]. In this framework local informations
can be updated just by transmitting to all surviving nodes the list of (short)
labels of all defected nodes and links, so that the surviving nodes can update
their local information, e.g., their routing tables.

Let us comment about using set arguments. The forbidden (or defective) parts
of a network are handled as a set of vertices passed to a query as an argument.
This means that algorithm A computes the labels once and for all, independently
of the possible forbidden parts of the network. In other words the labeling sup-
ports node deletions from the given network. (Edge deletions are supported in
the labelings of [2] and [4].) If the network is augmented with new nodes and
links, the labels must be recomputed. We leave this incremental extension as a
topic for future research. Set arguments can be used to handle deletions, but
also constraints, or queries like “what are the nodes that are at distance at most
3 of X and Y ” where X and Y are two specified sets of nodes.

2 Notations and Definitions

All graphs and relational structures are finite. Let ϕ (x1, . . . , xm, Y1, . . . , Yq) be
a FO formula with free FO variables among x1, . . . , xm and free set variables
among Y1, . . . , Yq. Set variables are allowed in FO formulas but are not quanti-
fied. They occur in atomic formulas of the form y ∈ Yi. Gaifman’s Theorem [10]
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and its stronger versions are valid for such formulas because y ∈ Yi is the same
as “Ri(y) holds” where Ri is a unary relation representing Yi.

Let S be a relational structure of the relevant type, S = 〈DS , (RS)R∈R〉 with
domain DS. A labeling of S is an injective mapping J : DS → {0, 1}∗ (or into
some more convenient set A∗ where A is a finite alphabet). If Y ⊆ DS we let
J (Y ) be the family (J (y))y∈Y . Clearly Y is defined from J (Y ).

For a formula ϕ (x1, . . . , xm, Y1, . . . , Yq) and a class of structures C we are
interested in the construction of two algorithms A and B doing the following:

1. A constructs for each S ∈ C a labeling J of S such that |J (a) | = O (log (n))
for every a ∈ DS, where n = |DS |.

2. If J is computed from S by A, then B takes as input an (m + q)-tuple
(J (a1) , . . . , J (am) , J (W1) , . . . , J (Wq)) and says correctly whether:

S |= ϕ (a1, . . . , am, W1, . . . , Wq) .

In this case we say that the pair (A, B) defines an O (log (n))-labeling support-
ing the query defined by ϕ for the structures in C.

Labelings based on logical descriptions of queries have been defined by Cour-
celle and Vanicat [5] for MSO queries and graphs of bounded clique-width
(whence also of bounded tree-width). Applications to distance and connectiv-
ity queries in graphs of bounded clique-width and in planar graphs have been
given by Courcelle and Twigg in [4] and by Courcelle, Gavoille, Kanté and Twigg
in [2]. In the present article, we consider classes of graphs of unbounded clique-
width and in particular, classes that are locally decomposable (Frick and Grohe
[8,9]) and classes of bounded expansion (Nešeťril and Ossona de Mendez [15]).
We are thus obliged to consider only FO logic and no longer MSO logic.

In this extended abstract we only consider vertex-labeled graphs. The exten-
sion to structures can be done in a standard way through the so-called Gaifman
graphs. An A-labeled graph is G = 〈VG, edgG (·, ·) , (labaG)a∈A〉 (vertices, edge
relations and unary relation for vertex labels).

By replacing everywhere “clique-width”, “local clique-width”, etc. by “tree-
width”, “local tree-width”, etc., one can handle formulas with edge-set
quantifications.

Definition 1. Logic
An FO formula ϕ (x1, . . . , xm, Y1, . . . , Yq) is basic bounded if for some p ∈ N

we have the following equivalence for all graphs G, all a1, . . . , am ∈ VG and all
W1, . . . , Wq ⊆ VG

G |= ϕ (a1, . . . , am, W1, . . . , Wq) iff G[X ] |= ϕ (a1, . . . , am, W1 ∩ X, . . . , Wq ∩ X)

for some X ⊆ VG such that |X | ≤ p and a1, . . . , am ∈ X . (If this is true for X ,
then G[Y ] |= ϕ(a1, . . . , am, W1 ∩ Y, . . . , Wq ∩ Y ) for every Y ⊇ X .)

An FO formula is bounded if it is a Boolean combination of basic bounded for-
mulas. In particular, the negation of a basic bounded formula is not (in general)
basic bounded, but it is bounded.
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An FO formula ϕ (x1, . . . , xm, Y1, . . . , Yq) is t-local around (x1, . . . , xm) if for
every G and, every a1, . . . , am ∈ VG, W1, . . . , Wq ⊆ VG we have

G |= ϕ (a1, . . . , am, W1, . . . , Wq) iff G[N ] |= ϕ (a1, . . . , am, W1 ∩ N, . . . , Wq ∩ N)

where N = N t
G (a1, . . . , am) = {y ∈ VG | d (y, ai) ≤ t for some i = 1, . . . , m} and

d (u, v) is the length of a shortest undirected path between u and v.
An FO sentence is basic (t, s)-local if it is equivalent to a sentence of the form

∃x1. · · · ∃xs.

⎛
⎝ ∧

1≤i<j≤s

d (xi, xj) > 2t ∧
∧

1≤i≤s

ψ (xi)

⎞
⎠

where ψ (x) is t-local around its unique free variable x.

Remark. The query d (x, y) ≤ r is basic bounded (p = r + 1) and t-local with
t = r/2 if r is even and (r − 1) /2 if r is odd. Its negation d (x, y) > r is t-local
and bounded (but not basic bounded).

3 Graphs

We are interested in on-line checking properties of networks in case of (re-
ported) failures. Hence for each property of interest ϕ (x1, . . . , xm) we are not
only interested in checking if G |= ϕ (a1, . . . , am) by using J (a1) , . . . , J (am)
where a1, . . . , am ∈ VG but also in checking G\X |= ϕ (a1, . . . , am) by using
J (a1) , . . . , J (am) and J (X) where X ⊆ VG − {a1, . . . , am} and G\X is the
subgraph of G induced on VG − X .

However, G\X |= ϕ (a1, . . . , am) for a FO formula ϕ(x1, . . . , xm) is equivalent
to G |= ϕ′ (a1, . . . , am, X) and to GX |= ϕ′′ (a1, . . . , am) for FO formulas
ϕ′(x1, . . . , xm, Y ) and ϕ′′(x1, . . . , xm) that are easy to write. We denote by GX

the graph G equipped with an additional vertex-label. Hence, we consider GX as
the structure G augmented with a unary relation lab such that labGX (u) holds
iff u ∈ X . We will handle “holes” in graphs by means of set variables.

A graph has arboricity at most k if it is the union of k-edge disjoint forests
(independently of the orientations of its edges).

Classes with bounded expansion, defined in [15] have several equivalent char-
acterizations. We will use the following one: a class C has bounded expansion if
for every integer p, there exists a constant N (C, p) such that for every G ∈ C,
one can partition VG in at most N (C, p) parts such that any i ≤ p of them
induce a subgraph of tree-width at most i − 1. (This implies that each part is a
stable set, hence the partition can be seen as a proper vertex-coloring.)

4 Locally Decomposable Classes

We refer to [16] and to [3,5] for the definitions of tree-width and of clique-width
respectively. (We denote by cwd(G) the clique-width of a graph G). We will use
the same notations as in [8,9]. Definition 2 is analogous to [9, Definition 5.1].
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Definition 2

1. The local clique-width of a graph G is the function lcwG : N → N defined by
lcwG(t) := max{cwd(G[N t

G (a)]) | a ∈ VG}.
2. A class C of graphs has bounded local clique-width if there is a function

f : N → N such that lcwG (t) ≤ f (t) for every G ∈ C and t ∈ N.

Examples

1. Every class of graphs of bounded clique-width has also bounded local clique-
width since cwd(G[A]) ≤ cwd(G) for every A ⊆ VG (see [3]).

2. The classes of graphs of bounded local tree-width have bounded local clique-
width since every class of graphs of bounded tree-width has bounded clique-
width (see [3]). We can cite graphs of bounded degree and minor-closed
classes of graphs that do not contain all apex-graphs (see [8,9]) as examples
of classes of bounded local tree-width.

3. The class of unit-interval graphs has bounded local clique-width (using re-
sults from [14]) but neither bounded clique-width nor bounded local tree-
width.

4. The class of interval graphs has not bounded local clique-width.

If we want to give an O (log (n))-labeling for certain classes of graphs of bounded
local clique-width, we need as in [8,9] to cover them by graphs of small clique-
width in a suitable way. In [8] a notion of nicely locally tree-decomposable class
of structures was introduced. We will define a slightly more general notion.

Definition 3. Let r, l ≥ 1 and g : N → N. An (r, l, g)-cwd cover of a graph G
is a family T of subsets of VG such that:

1. For every a ∈ VG there exists a U ∈ T such that N r
G (a) ⊆ U .

2. For each U ∈ T there exist less than l many V ∈ T such that U ∩ V 
= ∅.
3. For each U we have cwd(G[U ]) ≤ g(1).

An (r, l, g)-cwd cover is nice if condition 3 is replaced by condition 3’ below:

3’. For all U1, . . . , Uq and q ≥ 1 we have cwd(G[U1 ∪ · · · ∪ Uq]) ≤ g(q).

A class C of graphs is locally cwd-decomposable if there is a polynomial time
algorithm that given a graph G ∈ C and r ≥ 1, computes an (r, l, g)-cwd cover
of G for suitable l, g depending on r.

A class C of graphs is nicely locally cwd-decomposable if there is a polynomial
time algorithm that given a graph G ∈ C and r ≥ 1, computes a nice (r, l, g)-cwd
cover of G for suitable l, g depending on r. (These two definitions are the same
as in [9,8] where we substitute clique-width to tree-width.)

Examples

1. It is clear that every nicely locally cwd-decomposable class is locally cwd-
decomposable and the converse is not true.
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2. Each class of nicely locally tree-decomposable structures [8] is nicely locally
cwd-decomposable.

3. Let G be a unit-interval graph. Using results from [14, Theorems 1,3 and
Corollary 5] one can prove that G has an (r, r, f(2r + 1))-cwd cover. Then
every class of unit-interval graphs is locally cwd-decomposable.

4. Figure 1 shows inclusion relations between the many classes defined in Sec-
tions 3 and 4. It completes the diagram [9, Figure 2].

Excludes a Minor

4(3,4)Locally cwd−decomposable4(3,5), 7

nicely Locally tree−decomposable

Bounded Degree Planar

Bounded Local Tree−Width

Bounded Local Clique−Width

4(2)Bounded Expansion

4(1)Bounded Arboricity

nicely Locally cwd−decomposable

Fig. 1. Inclusion diagram indicating which results apply to which classes. An arrow
means an inclusion of classes.

5 Results

The main results are as follows. In each case we consider labeled graphs over a
finite set A of vertex-labels.

Theorem 4 (First Main Theorem). There exist O (log (n))-labeling schemes
for the following queries and graph classes:

1. Quantifier-free queries in graphs of arboricity ≤ k, for each k.
2. Bounded FO queries for each class of graphs of bounded expansion.
3. Local queries with set arguments on locally cwd-decomposable classes.
4. FO queries without set arguments on locally cwd-decomposable classes.
5. FO queries with set arguments on nicely locally cwd-decomposable classes.
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We recall that for graphs G of clique-width at most k, there exists a cubic time
algorithm that computes a cwd-term that defines G without being optimal [13].
(It uses 2k+1 − 1 labels, hence does not witness cwd(G) ≤ k; however this term
is enough for using [5].) And if a graph G has tree-width at most k, there exists
a linear time algorithm that computes a tree-decomposition of width k of G [1].
We will also use results by Gaifman [10], Frick and Grohe [9,8] recalled below.

Theorem 5 ([10]). Let ϕ(x̄) be a FO formula where x̄ = (x1, . . . , xm). Then ϕ
is logically equivalent to a Boolean combination B (ϕ1(ū1), . . . , ϕp(ūp), ψ1, . . . , ψh)
where:

– each ϕi is a t-local formula around ūi ⊆ x̄.
– each ψi is a basic (t′, s)-local sentence.

Moreover B can be computed effectively and, t, t′ and s can be bounded in terms
of m and the quantifier-rank of ϕ.

We will use a stronger form from [8]. Let m, t ≥ 1. The t-distance type of an
m-tuple ā is the undirected graph ε = ([m], edgε) where edgε(i, j) iff d(ai, aj) ≤
2t + 1. The satisfaction of a t-distance type by an m-tuple can be expressed by
a t-local formula:

ρt,ε(x1, . . . , xm) :=
∧

(i,j)∈edgε

d(xi, xj) ≤ 2t + 1 ∧
∧

(i,j)/∈edgε

d(xi, xj) > 2t + 1.

We recall that Gaifman’s Theorem and its variants extend to FO formulas
with set variables.

Lemma 1 ([8]). Let ϕ(x̄, Y1, . . . , Yq) be a t-local formula around x̄ = (x1, . . . ,
xm), m ≥ 1. For each t-distance type ε with ε1, . . . , εp as connected components,
one can compute a Boolean combination F t,ε(ϕ1,1, . . . , ϕ1,j1 , . . . , ϕp,1, . . . , ϕp,jp)
of formulas ϕi,j with FO free variables among those of x̄ and set arguments in
{Y1, . . . , Yq} such that:

– The FO free variables of each ϕi,j are among x̄ | εi (x̄ | εi is the restriction
of x̄ to εi).

– ϕi,j is t-local around x̄ | εi.
– For each m-tuple ā, each q-tuple of sets W1, . . . , Wq, G |= ρt,ε(ā) ∧ ϕ(ā, W1,

. . . , Wq) iff G |= ρt,ε(ā) ∧ F t,ε(. . . , ϕi,j(ā | εi, W1, . . . , Wq), . . .).

The lemma below is an easy adaptation of the results in [9].

Lemma 2 ([9]). Let G be in a locally cwd-decomposable class. Every basic (t, s)-
local sentence can be decided in polynomial time.

We now give the proofs of each statement of Theorem 4 (except statement 1
because of space constraints). For clarity, we give them separately.
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Proof (of Theorem 4 (2)). Let ϕ be a basic bounded formula with bound p and
at least one free FO variable. We let N = N(C, p) and we partition VG into
V1 � V2 � · · · � VN as in the definition, Vi 
= ∅.

For every α ⊆ [N ] of size p we let Vα =
⋃

i∈α Vi so that the tree-width of
G[Vα] is at most p − 1. Each vertex u belongs to less than (N − 1)p−1 sets Vα.

Hence a basic bounded formula ϕ(x1, . . . , xm, Y1, . . . , Yq) is true in G iff it is
true in some G[X ] with |X | ≤ p, hence in some G[Vα] such that x1, . . . , xm ∈ Vα.
For each α we construct a labeling Jα of G[Vα] (of tree-width at most p − 1)
supporting query ϕ by using [5]. We let J(x) =

(
�x�, {(�α�, Jα(x)) | x ∈ Vα}

)
.

We have |J(x)| = O(log(n)).
We now explain how to decide ϕ by using the labels only. Given J(a1),

. . . , J(am) we can determine all those sets α such that Vα contains a1, . . . , am. Us-
ing the components Jα(·) of J(a1), . . . , J(am) and the labels in J(W1), . . . , J(Wq)
we can determine if for some α, G[Vα] |= ϕ(a1, . . . , am, W1 ∩ Vα, . . . , Wq ∩ Vα)
hence whether G |= ϕ(a1, . . . , am, W1, . . . , Wq).

It remains to consider the case of a basic bounded formula of the form
ϕ(Y1, . . . , Yq). For each α we determine the truth value tα of ϕ(∅, . . . , ∅) in G[Vα].
The family of pairs (α, tα) is of fixed size (depending on p) and is appended to
J(x) defined as above. From J(W1), . . . , J(Wq) we get D = {α | Vα ∩ (W1 ∪· · ·∪
Wq) 
= ∅}.

By using the Jα(·) components of the labels in J(W1) ∪ · · · ∪ J(Wq) we can
determine if for some α ∈ D we have G[Vα] |= ϕ(W1 ∩ Vα, . . . , Wq ∩ Vα). If one
is found we conclude positively. Otherwise we look for some tβ = True where
β /∈ D. This gives the final answer.

For a Boolean combination of basic bounded formulas ϕ1, . . . , ϕt with associ-
ated labelings J1, . . . , Jt we take the concatenation J1(x) • J2(x) • · · · • Jt(x). It
is of size O(log(n)) and gives the desired result. ��

Proof (of Theorem 4 (3)). Let ϕ(x̄, Y1, . . . , Yq) be a t-local formula around x̄ =
(x1, . . . , xm), m ≥ 1. Then G |= ϕ(ā, W1, . . . , Wq) iff G[N t

G(ā)] |= ϕ(ā, W1 ∩
N t

G(ā), . . . , Wq ∩ N t
G(ā)). Let ε be a t-distance type with ε1, . . . , εp as connected

components. By Lemma 1, G |= ρt,ε(ā) ∧ ϕ(ā, W1, . . . , Wq) iff G |= ρt,ε(ā) ∧
F t,ε(ϕ1,1(ā | ε1, W1, . . . , Wq), . . . , ϕp,jp(ā | εp, W1, . . . , Wq)).

We let T be an (r, l, g)-cwd cover of G where r = m(2t + 1). We use such
an r in order to warranty that if a1, . . . , am are in a connected component of a
t-distance type, there exists a U ∈ T such that N t

G(a1, . . . , am) ⊆ U . For each
vertex x there exist less than l many V ∈ T such that x ∈ V . We assume that
each U ∈ T has an index encoded as a bit string �U�. There are at most n · l
sets in T . Hence �U� has length O(log(n)).

By the results of [5] we can label each vertex with a label K(x) of length
O(log(n)) and decide in O(log(n))-time if d(u, v) ≤ 2t + 1 or not by using K(u)
and K(v)1. We build a labeling KU for each U ∈ T ; then for each x we let
K(x) =

(
�x�, {

(
�U�, KU(x)

)
| N(x) ⊆ U}, {

(
�U�, KU(x)

)
| N(x) � U}

)
.

where N(x) = N2t+1
G (x). (We always assume that x ∈ N t

G(x) for all t ∈ N.)
1 For checking if d(u, v) ≤ 2t + 1, an (r′, l′, g′)-cwd cover suffices, with r′ = 2t + 1.
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By [5] for each ϕi,j(x̄ | εi, Y1, . . . , Yq) and each U ∈ T we can label each vertex
x ∈ U with Jε

i,j,U (x) of length O(log(n)) and decide ϕi,j(ā | εi, W1, . . . , Wq) in
G[U ] by using

(
Jε

i,j,U (b)
)
b∈ā |εi

and Jε
i,j,U (W1 ∩U), . . . , Jε

i,j,U (Wq ∩ U). For each
x we let
Jε(x) :=

{(
�U�, Jε

1,1,U (x), . . . , Jε
1,j1,U (x), . . . , Jε

p,1,U (x), . . . , Jε
p,jp,U (x)

)
| N t

G(x) ⊆ U
}

.

It is clear that |Jε(x)| = O(log(n)) since each x is in less than l many V ∈ T .
There exist at most k′ = 2k(k−1)/2 t-distance type graphs; we enumerate them
by ε1, . . . , εk′

. For each x we let J(x) := (�x�, K(x), Jε1(x), . . . , Jεk′ (x)).
From the labels K(x), we can determine {�U� | U ∈ T , x ∈ U}, hence the

sets U ∈ T such that W ∩ U 
= ∅, W ⊆ VG, where W is a set argument. It is
clear that J(x) is of length O(log(n)) and is computed in polynomial time since
T is computed in polynomial time and each Jε is computed in polynomial time.
We now explain how to decide whether G |= ϕ(a1, . . . , am, W1, . . . , Wq) by using
J(a1), . . . , J(am) and J(W1), . . . , J(Wq).

By using K(a1), . . . , K(am) from J(a1), . . . , J(am) we can construct the t-
distance type ε satisfied by a1, . . . , am; let ε1, . . . , εp be the connected components
of ε. From each J(ai) we can recover Jε(ai). For each ā | εi there exists at least
one U ∈ T such that N t

G(ā | εi) ⊆ U . We can recover them (there are less than
l) from the J(b), b ∈ ā | εi. We can now decide whether G |= F t,ε(ϕ1,1(ā |
ε1, W1 ∩ U1, . . . , Wq ∩ U1), . . . , ϕp,jp(ā | εp, W1 ∩ Up, . . . , Wq ∩ Up)) for some
U1, . . . , Up determined from J(a1), . . . , J(am). By using also J(W1), . . . , J(Wq)
we can determine the sets Wi ∩ Uj and this is sufficient by Lemma 1. ��

Proof (of Theorem 4 (4)). Let ϕ(x1, . . . , xm) be a FO formula without set ar-
guments. By Theorem 5 ϕ is equivalent to a Boolean combination B(ϕ1(x̄), . . . ,
ϕp(x̄), ψ1, . . . , ψh) where ϕi is t-local and ψi is a basic (t′, s)-local sentence for
suitable t, t′, s.

By Lemma 2 one can decide in polynomial time each sentence ψi. Let b =
(b1, . . . , bh) where bi = 1 if G satisfies ψi and 0 otherwise. For each 1 ≤ i ≤ p we
construct a labeling Ji supporting query ϕi by Theorem 4 (3) (G belongs to a
locally cwd-decomposable class and ϕi is a t-local formula around x̄). For each
x we let J(x) := (�x�, J1(x), . . . , Jp(x), b).

It is clear that |J(x)| = O(log(n)). Since from b one can recover the truth
value of each sentence ψi, we can decide whether G |= ϕ(a1, . . . , am) by using
J(a1), . . . , J(am), the truth values of ϕi(ā) and b. ��

Proof (of Theorem 4 (5)). By Theorem 4 (3) it is sufficient to consider FO
formulas ϕ(Y1, . . . , Yq) of the form:

∃x1. · · · ∃xm.

⎛
⎝ ∧

1≤i<j≤m

d(xi, xj) > 2t ∧
∧

1≤i≤m

ψ(xi, Y1, . . . , Yq)

⎞
⎠

where ψ(x, Y1, . . . , Yq) is t-local around x. We show how to check their validity
by means of O(log(n))-labelings.
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We consider for purpose of clarity the particular case of m = 2. Let T be a nice
(r, l, g)-cwd cover of G where r = 2t + 1. We let K(U) = {x ∈ U | N2t

G (x) ⊆ U}
(the 2t-kernel of U (see [8])).

We let γ be a distance-2 coloring of the intersection graph of T (vertices at
distance 1 or 2 have different colors). For every 2 colors i, j we let Gi,j be the
graph induced by the union of the blocks U ∈ T of colors i and j.

Claim 1. cwd(Gi,j) ≤ g(2).

Proof (of Claim 1). Gi,j is a disjoint union of sets U in T and of unions U ∪ U ′

with U ∩ U ′ 
= ∅ for U, U ′ ∈ T . This union is disjoint because if U ∪ U ′ with
U ∩ U ′ 
= ∅ would meet some U ′′ ∈ T , U ′′ 
= U, U ′′ 
= U ′, then we would have
γ(U) = i, γ(U ′) = j and U ′′ meets U or U ′. It cannot have color i or j because
γ is a distance-2 coloring. Since cwd(G[U ∪ U ′]) ≤ g(2), we are done. ��

Claim 2. Let x ∈ K(U) and y ∈ K(U ′) for some U, U ′ ∈ T . Then dG(x, y) > 2t
iff dG[U∪U ′](x, y) > 2t.

Proof (of Claim 2). The “if direction” is clear since distance increases if we go
to induced subgraphs.

For the “converse direction”, we let dG(x, y) ≤ 2t; there exists a path of length
≤ 2t from x to y. This path is in U ∪ U ′ since x ∈ K(U) and y ∈ K(U ′). Hence
it is also in G[U ∪ U ′], hence dG[U∪U ′] ≤ 2t. ��

Let us now give to each vertex x of G the smallest color i such that x ∈ K(U)
and γ(U) = i. Hence a vertex has one and only one color. For each pair i, j we
consider the formula ψi,j (possibly j = i):

∃x, y.
(
d(x, y) > 2t ∧ ψ(x, Y1, . . . , Yq) ∧

ψ(y, Y1, . . . , Yq) ∧ “x has color i” ∧ “y has color j”
)

We use [5] to construct a labeling Ji,j for the formula ψi,j in the graph Gi,j

(with vertices colored by i or j, that is, we use new unary “color” predicates).
We compute the truth value bi,j of ψi,j(∅, . . . , ∅) in Gi,j ; we get a vector b of
fixed length. We also label each vertex x by its color. We concatenate to that b
and the Ji,j(x) for x ∈ VGi,j , giving J(x).

From J(W1), . . . , J(Wq) we can determine those Gi,j such that VGi,j ∩ (W1 ∪
· · · ∪ Wq) 
= ∅, and check if for one of them Gi,j |= ψi,j(W1, . . . , Wq). If one
is found we are done. Otherwise we use the bi,j ’s to look for Gi,j such that
Gi,j |= ψi,j(∅, . . . , ∅) and (W1 ∪ · · · ∪ Wq) ∩ VGi,j = ∅. This gives the correct
results because of the following facts:

– If x, y satisfy the formula ϕ, then x ∈ K(U), y ∈ K(U ′) (possibly U = U ′)
and dG(x, y) > 2t implies dGi,j (x, y) > 2t, hence Gi,j |= ψi,j(W1, . . . , Wq)
where i = γ(U) and j = γ(U ′).

– If Gi,j |= ψi,j(W1, . . . , Wq) then we get G |= ϕ(W1, . . . , Wq) by similar
argument (in particular dGi,j (x, y) > 2t implies dG[U∪U ′](x, y) > 2t which
implies that dG(x, y) > 2t by Claim 2).
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For m = 1, the proof is similar with γ a proper (distance-1) coloring and we
use Gi instead of Gi,j .

For the case m > 2, the proof is the same: one takes for γ a distance-m
proper coloring of the intersection graph, one considers graphs Gi1,...,im defined
as (disjoint) unions of sets U1 ∪ · · · ∪ Um for U1, . . . , Um in T , of respective
colors i1, . . . , im and cwd(G[U1 ∪ · · · ∪ Um]) ≤ g(m). This terminates the proof
of Theorem 4. ��

Let us ask a very general question: what can be done with O (log (n)) labels ?
Here is a fact that limits the extension of these results.

Fact 1. One cannot express adjacency in arbitrary graphs with labels of size
O (log (n)). It follows that one cannot handle all local or bounded FO queries for
graphs of arboricity at most 2 with O (log (n)) labels.

We now discuss extension to counting queries. Let ϕ (x1, . . . , xm, Y1, . . . , Yq) be
a MSO formula and S be a finite structure. For W1, . . . , Wq ⊆ DS we define

#Sϕ (W1, . . . , Wq) :=
∣∣∣{ (a1, . . . , am) ∈ Dm

S | S |= ϕ (a1, . . . , am, W1, . . . , Wq)
}∣∣∣

A counting query consists in determining #Sϕ (W1, . . . , Wq) for given
(W1, . . . , Wq). We will need the following extension of the results of [5].

Theorem 6. Let ϕ (x1, . . . , xm, Y1, . . . , Yq) be an MSO formula over labeled
graphs and k ∈ N. There exists an O

(
log2 (n)

)
-labeling scheme for graphs of

clique-width or tree-width at most k supporting the counting query #Gϕ. For
computing #Gϕ (W1, . . . , Wq) modulo some fixed integer s, or up to s (threshold
counting) we need only labels of size O (log (n)).

We now state our second main theorem. The proof is omitted because of space
constraints.

Theorem 7 (Second Main Theorem). There exists an O(log2(n))-labeling
scheme for counting queries based on FO formulas for nicely locally cwd-
decomposable classes. O(log(n)) is enough for modulo counting.

We conjecture that the results of Theorem 4 (3,4,5) extend to classes of graphs
excluding, or locally excluding a minor [6,11].

Question. Does there exist an O(log(n))-labeling scheme for FO formulas with
set arguments on locally cwd-decomposable classes ?
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