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Abstract. A partition (C1, C2, ..., Cq) of G = (V,E) into clusters of
strong (respectively, weak) diameter d, such that the supergraph ob-
tained by contracting each Ci is �-colorable is called a strong (resp.,
weak) (d, �)-network-decomposition. Network-decompositions were intro-
duced in a seminal paper by Awerbuch, Goldberg, Luby and Plotkin
in 1989. Awerbuch et al. showed that strong (exp{O(

√
log n log log n)},

exp{O(
√
log n log log n)})-network-decompositions can be computed in

distributed deterministic time exp{O(
√
log n log log n)}. Even more im-

portantly, they demonstrated that network-decompositions can be used
for a great variety of applications in the message-passing model of dis-
tributed computing. Much more recently Barenboim (2012) devised a
distributed randomized constant-time algorithm for computing strong
network decompositions with d = O(1). However, the parameter � in his
result is O(n1/2+ε).

In this paper we drastically improve the result of Barenboim and de-
vise a distributed randomized constant-time algorithm for computing
strong (O(1), O(nε))-network-decompositions. As a corollary we derive
a constant-time randomized O(nε)-approximation algorithm for the dis-
tributed minimum coloring problem. This improves the best previously-
known O(n1/2+ε) approximation guarantee. We also derive other im-
proved distributed algorithms for a variety of problems.

Most notably, for the extremely well-studied distributed minimum
dominating set problem currently there is no known deterministic poly-
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logarithmic -time algorithm. We devise a deterministic polylogarithmic-
time approximation algorithm for this problem, addressing an open prob-
lem of Lenzen and Wattenhofer (2010).

1 Introduction

1.1 Network-Decompositions

In the distributed message-passing model a communication network is repre-
sented by an n-vertex graph G = (V,E). The vertices of the graph host proces-
sors that communicate over the edges. Each vertex has a unique identity number
(ID) consisting of O(log n) bits. We consider a synchronous setting: computation
proceeds in rounds, and each message sent over an edge arrives by the beginning
of the next round. The running time of an algorithm is the number of rounds
from the beginning until all vertices terminate. Local computation is free.

A strong (respectively, weak) diameter of a cluster C ⊆ V is the maxi-
mum distance distG(C)(u, v) (resp., distG(u, v)) between a pair of vertices u, v ∈
C, measured in the induced subgraph G(C) of C (resp., in G). A partition
(C1, C2, ..., Cq) of G = (V,E) into clusters of strong (resp., weak) diameter d,
such that the supergraph G = (V , E), V = {C1, C2, ..., Cq}, E = {(Ci, Cj) | Ci, Cj

∈ V , i �= j, ∃vi ∈ Ci, vj ∈ Cj , (vi, vj) ∈ E} obtained by contracting each Ci is
�-colorable is called a strong (resp., weak) (d, �)-network-decomposition.

Network-decompositions were introduced in a seminal paper by Awerbuch et
al. [3]. The authors of this paper showed that strong (exp{O(

√
logn log logn)},

exp{O(
√
logn log logn)})-network-decompositions can be computed in deter-

ministic distributed exp{O(
√
log log log n)} time. Even more importantly they

demonstrated that many pivotal problems in the distributed message passing
model can be efficiently solved if one can efficiently compute (d, �)-network-
decompositions with sufficiently small parameters. In particular, this is the case
for Maximal Independent Set, Maximal Matching, and (Δ+1)-Vertex-Coloring.

The result of [3] was improved a few years later by Panconesi and Srinivasan
[46] who devised a deterministic algorithm for computing strong (exp{O(

√
logn)},

exp{O(
√
logn)})-network-decompositions in exp{O(

√
logn)} time. Awerbuch et

al. [1] devised a deterministic algorithm for computing strong (O(log n), O(log n))-
network-decomposition in time exp{O(

√
logn)}. Around the same time Linial and

Saks [40] devised a randomized algorithm for weak (O(log n), O(log n))-network-
decompositions with O(log2 n) time. More generally, the algorithm of Linial and
Saks [40] can compute weak (λ,O(n1/λ logn))-network-decompositions or weak
(O(n1/λ), λ)-network-decompositions in time O(λ · n1/λ logn).

Observe, however, that all these algorithms [3,46,40] require super-logarithmic
time, for all choices of parameters. In ICALP’12 the first-named author of
the current paper [5] devised a randomized algorithm for computing strong
(O(1), n1/2+ε)-network-decomposition in O(1/ε) time. Unlike the algorithms of
[3,46,40], the algorithm of [5] requires constant time. Its drawback however is its
very high parameter � = n1/2+ε. In the current paper we alleviate this drawback,
and devise a randomized algorithm for computing strong (exp{O(λ)}, n1/λ)-
network-decomposition in time exp{O(λ)}. In other words, the parameter λ of
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our new decompositions can be made nε, for an arbitrarily small constant ε > 0,
while the running time is still constant (specifically, exp{O(1/ε)}).

1.2 Constant-Time Distributed Algorithms

In their seminal paper titled “What can be computed locally?” [44] Naor and
Stockmeyer posed the following question: which distributed tasks can be solved
in constant time? This question is appealing both from theoretical and practical
perspectives. From the latter viewpoint it is justified by the emergence of huge
networks. The number of vertices in the latter networks may be so large that
even mildest dependence of the running time on n may make the algorithm
prohibitively slow.

Naor and Stockmeyer themselves [44] showed that certain types of weak col-
orings can be computed in constant time. A major breakthrough in the study
of distributed constant time algorithms was achieved though a decade after the
paper of [44] by Kuhn and Wattenhofer [35]. Specifically, Kuhn and Wattenhofer

[35] showed that an O(
√
kΔ1/

√
k logΔ)-approximate minimum dominating set1

can be computed in O(k) randomized time. Here Δ = Δ(G) is the maximum
degree of the input graph G, and k is a positive possibly constant parameter.

An approximation algorithm for another fundamental optimization prob-
lem, specifically, for the minimum coloring problem, was devised by Barenboim
[5] as an application of his aforementioned algorithm for computing network-
decompositions. Specifically, it is shown in [5] that an O(n1/2+ε)-approximation
for the minimum coloring problem can be computed in O(1/ε) randomized time.
(In the minimum coloring problem one wishes to color the vertices of the graph
properly with as few colors as possible.) Observe that since approximating the
minimum coloring problem up to a factor of n1−ε is NP-hard [28,25,50], the
algorithm of [5] inevitably has to employ very heavy local computations.

In the current paper we employ our improved network-decomposition pro-
cedure to come up with a significantly improved constant-time approximation
algorithm for the minimum coloring problem. Specifically, our randomized al-
gorithm provides an O(nε)-approximation for the minimum coloring problem
in exp{O(1/ε)} time, for an arbitrarily small constant ε > 0. We also devise a
randomized O(nε)-approximation algorithm for the minimum t-spanner problem
with running time exp{O(1/ε)}+O(t), for any arbitarily small constant ε > 0.
(A subgraph G′ = (V,H) of a graph G = (V,E), H ⊆ E, is a t-spanner of G
if for every u, v ∈ V , distG′(u, v) ≤ t · distG(u, v). In the minimum t-spanner
problem the objective is to compute a t-spanner of the input graph G with as
few edges as possible.)

Ajtai et al. [2] demonstrated that triangle-free n-vertex graphs admit an
O(

√
n/

√
log n)-coloring. Kim [30] showed that this existential bound is tight.

We devise a randomized O(n1/2+ε)-coloring algorithm for triangle-free graphs

1 A subset U ⊆ V in a graph G = (V,E) is a dominating set if for every v ∈ V \ U
there exists u ∈ U , such that (u, v) ∈ E. In theminimum dominating set (henceforth,
MDS) problem the goal is to find a minimum-cardinality dominating set of G.
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with running time O(1/ε). More generally, we devise a randomized O(n1/k+ε)-
coloring algorithm for graphs of girth greater than g = 2k, k ≥ 2, with running
time O(1/ε2). Both results apply for any arbitrarily small ε > 0, and, in partic-
ular, they show that such graph can be colored with a reasonably small number
of colors in constant time. Together with our drastically improved constant-time
approximation algorithm for the minimum coloring problem, these results sig-
nificantly expand the set of distributed problems solvable in constant time.

Most our algorithms for constructing network-decompositions use only short
messages (i.e., messages of size O(log n) bits), and employ only polynomially-
bounded local computations. Although in general graphs our algorithms for
O(n1/ε)-approximate minimum coloring require large messages, our O(n1/2+ε)-
coloring and O(n1/k+ε)-coloring algorithms for triangle-free graphs and graphs
of large girth employ short messages. Hence the latter coloring algorithms are
suitable to serve as building blocks for various tasks. Despite that the number
of colors is superconstant, in many tasks it does not affect the overall running
time, so the entire task can be performed very quickly. For example, if the colors
are used for frequency assignment or code assignment tasks, the running time
will not be affected by the number of colors. Instead, the range of frequencies or
codes will be affected. However, this is unavoidable in the worst case, in view of
the lower bounds on the chromatic number of triangle free graphs and graph of
large girth.

1.3 The Minimum Dominating Set Problem

The MDS problem is one of the most fundamental classical problems of dis-
tributed graph algorithms. Jia et al. [29] devised the first efficient random-
ized O(logΔ)-approximation algorithm for the MDS problem with running time
O(log n logΔ). Their result was improved and generalized by Kuhn and Wat-

tenhofer [35] who devised a randomized O(
√
kΔ1/

√
k logΔ)-approximation algo-

rithm for the problem with time O(k).
The results of [29,35] spectacularly advanced our understanding of the dis-

tributed complexity of the MDS problem. However, both these algorithms [29,35]
are randomized, and no efficient deterministic distributed algorithms with a non-
trivial approximation guarantee for general graphs are currently known. Lenzen
and Wattenhofer [38] devised such algorithms for graphs with bounded arboric-
ity. Below we provide a quote from their paper:
”To the best of our knowledge, the deterministic distributed complexity of MDS
approximation on general graphs is more or less a blind spot, as so far neither
fast (polylogarithmic time) algorithms nor stronger lower bounds are known”.

In this paper we address this blind spot and devise a deterministic O(n1/k)-
approximation algorithm for the MDS problem with time O((log n)k−1). Simi-
larly to our approximation algorithms for the minimum coloring and the mini-
mum t-spanner problems, this algorithm is also a consequence of our algorithms
for constructing network-decompositions. However, for the MDS we use a deter-
ministic version of these algorithms, while for the minimum coloring and mini-
mum t-spanner problems we use a randomized version. Also, we present a variant
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of our MDS approximation algorithm that employs only polynomially-bounded
local computations, requires O((log n)k−1) time, and provides an O(n1/k logΔ)
approximation.

1.4 Additional Results

We also use our algorithms for computing network-decompositions for devising
algorithms for computing low-intersecting partitions. Low-intersecting partitions
were introduced by Busch et al. [16] in a paper on universal Steiner trees. A low-
intersecting (α, β, γ)-partition P of a graph G is the partition of the vertex set
V such that: (1) Every cluster C in P has strong diameter at most α · γ.
(2) For every vertex v ∈ V , a ball Bγ(v) of radius γ around v intersects at most
β clusters of P .

Busch et al. showed that given a hierarchy of low-intersecting partitions with
certain properties (see [16] for details) one can construct a universal Steiner
tree. (See [16] for the definition of universal Steiner tree.) Also, vice versa, given
universal Steiner tree they showed that one can construct a low-intersecting
partition. They constructed a low-intersecting partition with α = 4k, β = k·n1/k,
and arbitrary γ.

We devise a distributed randomized algorithm that constructs low-intersecting
((O(γ)k, n1/k, γ)-partitions in time (O(γ))k log2/3 n in general graphs and in
(O(γ))k · exp{O(

√
log logn)} time in graphs of girth g ≥ 6. This algorithm

employs only short messages and polynomially-bounded local computations.
Comparing this result with the algorithm of Busch et al. [16] we note that

the partition of [16] has smaller radius. (It is γ · (O(1))k instead of (O(γ))k in
our case.) On the other hand, the intersection parameter β of our partitions is
smaller. (It is n1/k instead of k · n1/k.) In particular, the intersection parameter
in the construction of [16] is always Ω(logn), while ours can be as small as
one wishes. Finally, and perhaps most importantly, the algorithm of [16] is not
distributed, and seems inherently sequential.

1.5 Comparison of Our and Previous Techniques

Basically, our algorithms for computing network-decompositions can be viewed
as a randomized variant of the deterministic algorithm of Awerbuch et al. [3].
The algorithm of Awerbuch et al. [3] computes iteratively ruling sets for subsets
of high-degree vertices in a number of supergraphs. These supergraphs are in-
duced by certain graph partitions which are computed during the algorithm. (A
subset U ⊆ V of vertices is called an (α, β)-ruling set if any two distinct vertices
u, u′ ∈ U are at distance at least α one from another, and every v ∈ V \U not in
a ruling set has a ”ruler” u ∈ U at distance at most β from v.) As a result of the
computation the algorithm of [3] constructs a partition into clusters of diameter
at most α, such that the supergraph induced by this partition has arboricity at
most β. The algorithm of [3] then colors this partition with O(β) colors in time
O(β logn) · O(α). (The running time of the algorithm is O(β logn) when run-
ning on an ordinary graph. The running time is multiplied by a factor of O(α),
because the coloring algorithm is simulated on a supergraph whose vertices are
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clusters of diameter O(α).) The fact that the running time in the result of [3] is
(roughly speaking) the product α ·β of the parameters of the resulting network-
decomposition is the reason that Awerbuch et al [3] made an effort to balance
these parameters, and set both of them to be equal to exp{O(

√
logn log logn)}.

The algorithm of Panconesi and Srinivasan [46] is closely related to that of [3]
except that it invokes a sophisticated doubly-recursive scheme for computing
ruling sets via network-decompositions, and vice versa. This ingenious idea en-
ables [46] to balance the parameters and running time better. Specifically, they

are all equal to 2O(
√
logn).

Our algorithm is different from [3,46] in two respects. First, we replace a quite
slow (it requires O(logn) time) deterministic procedure for computing ruling sets
by a constant-time randomized one. Note that generally computing (O(1), O(1))-
ruling sets requires Ω(log∗ n) time [39], but we only need to compute them for
high-degree vertices of certain supergraphs. This can be easily done in randomized
constant time. Second, instead of coloring the resulting partition with O(β)
colors in O(β logn) · O(α) time, we color it in O(β · nε) colors in O(1/ε) · O(α)

time by a simple randomized procedure, or in O(β2 log(t) n) colors in O(t) ·O(α)
time, for a parameter t > 0, by a deterministic algorithm Arb-Linial [6]. Hence
the number of colors is somewhat greater than in [3,46], but the running time is
constant.

The algorithm of Linial and Saks [40] is inherently different from both [3,46]
and from our algorithm. It runs for O(log n) phases, each of which constructs a
collection of clusters of diameter O(log n) at pairwise distance at least 2 which
covers at least half of all remaining vertices. The running time of the algorithm of
[40], similarly to [3] and [46], is the product of the number of phases and clusters’
diameter. Hence the approach of [40] appears to be inherently incapable to give
rise to a constant time algorithm.

Our deterministic variant of the network-decomposition procedure is the
basis for our deterministic approximation algorithm for MDS. Our deterministic
variant is closer to the algorithm of [3] than our randomized one. The main
difference between our deterministic variant and the algorithm of [3] is that we
use a different much faster coloring procedure for the supergraph induced by the
ultimate partition.

1.6 Related Work

Network-decompositions for general graphs were studied in [1,4]. Dubhashi et al.
[20] used network decompositions for constructing low-stretch dominating sets.
Recently, Kutten et al. [36] extended Linial-Saks network-decompositions to hy-
pergraphs. Many authors [26,34,49] studied network-decompositions for graphs
with bounded growth. Distributed approximation algorithms is a vivid research
area. See, e.g., [43] and the references therein. Distributed graph coloring is
also a very active research area. See a recent monograph [9], and the references
therein. Schneider et al. [48] devised a distributed coloring algorithm whose per-
formance depends on the chromatic number of the input graph. However, the



A Fast Network-Decomposition Algorithm 215

algorithm of [48] provides no non-trivial approximation guarantee. Efficient dis-
tributed algorithms for constructing sparse undirected spanners can be found
in [21,18]. Baswana and Sen [12] devised an approximation algorithm for the
minimum t-spanner problem that computes a solution with O(tn1+2/(t+1)) ex-
pected edges in O(t2) rounds. For centralized approximation algorithms for the
minimum t-spanner problem, see [31,23,12,13].

2 Preliminaries

For a subset V ′ ⊆ V , the graph G(V ′) denotes the subgraph of G induced by V ′.
The degree of a vertex v in a graph G = (V,E), denoted degG(v), is the number
of edges incident on v. A vertex u such that (u, v) ∈ E is called a neighbor of v
in G. The neighborhood of v in G, denoted ΓG(v), is the set of neighbors of v in
G. If the graph G can be understood from context, then we omit the underscript

G. For a vertex v ∈ V , the set v ∪ Γ (V ) is denoted by Γ+(v). For a set W ⊆ V ,
we denote by Γ+(W ) the set W ∪⋃

w∈W Γ (w). The distance between a pair of
vertices u, v ∈ V , denoted distG(u, v), is the length of the shortest path between
u and v in G. The diameter of G is the maximum distance between a pair of
vertices in G. The chromatic number χ(G) of a graph G is the minimum number
of colors that can be used in a proper coloring of the vertices of G.

3 Network Decomposition

3.1 Procedure Decompose

In this section we devise an algorithm for computing an (O(1), O(nε))-network-
decomposition in O(1) rounds, for an arbitrarily small constant ε > 0. More gen-
erally, our algorithm computes a (3k, O(k ·n2/k · log2 n))-network-decomposition
Q in O(3k · log∗ n) rounds, for any positive parameter k, 1 ≤ k ≤ logn, along
with an O(k · n2/k · log2 n)-coloring ϕ of the supergraph induced by Q. (The
log∗ n term can be eliminated from the running time at the expense of increas-
ing the number of colors used by ϕ by a multiplicative factor of log(t) n, for an
arbitrarily large constant t. We will later show that the multiplicative factor of
k in the second parameter of the network decomposition can also be eliminated
without affecting other parameters.) The algorithm is called Procedure Decom-
pose. The procedure runs on some supergraph Ĝ = (V̂ , Ê) of the original graph
G. Each vertex C ∈ V̂ is a cluster (i.e., a subset of vertices) of the original graph
G = (V,E), and different clusters are disjoint. Observe that generally it may
happen that V �= ∪C∈V̂ C. The procedure accepts as input the supergraph Ĝ,
the number of vertices n of G, the parameter k, and an upper bound s on the
number of vertices of the supergraph Ĝ. It also accepts as input two numerical
parameters ε and t. The parameter ε > 0 is a sufficiently small positive con-
stant and t > 0 is a sufficiently large integer constant. Initially the supergraph
is G itself, with each vertex v forming a singleton cluster {v}. Hence initially it
holds that n = s. The procedure is invoked recursively. After each invocation the
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current supergraph Ĝ is replaced with a supergraph on fewer vertices, and s is
updated accordingly. The parameter n, however, remains unchanged throughout
the entire execution.) As a result of an execution of Procedure Decompose every
vertex v in Ĝ is assigned a label label(v). The value of label(v) is equal to the
color ϕ(Cv) of the cluster Cv of Q which contains v.

Procedure Decompose partitions the graph Ĝ into two vertex-disjoint sub-
graphs with certain helpful properties. Specifically, one of the subgraphs has a
sufficiently small maximum degree that allows us to compute a network decom-
position in it directly and efficiently. The other subgraph can be partitioned
into a sufficiently small number of clusters with bounded diameter. The latter
property is used to construct a supergraph whose vertices are formed from the
clusters. Since the number of clusters is sufficiently small, the number of vertices
of the supergraph is small as well. Then our algorithm proceeds recursively to
compute a network decomposition of the new supergraph, using fresh labels that
have not been used yet. The recursion continues for k levels. Then each vertex is
assigned the label of the supernode it belongs to. (Supernodes of distinct recur-
sion levels may be nested one inside the other. In this case an inner supernode
receives the label of an outer supernode. A vertex of the original graphG receives
the (same) label of all supernodes it belongs to. Notice that a vertex belongs to
exactly one supernode in each recursion level.) This completes the description
of the algorithm. Its pseudocode is provided below. (See Algorithm 1.)

The algorithm employs two auxiliary procedures that are described in detail in
the full version of this paper [10]. The procedures succeed with high probability,
i.e., with probability 1 − 1/nc, for an arbitrarily large constant c. The first
procedure is called Procedure Dec-Small. It accepts a graph G with at most n
vertices and maximum degree at most d. Procedure Dec-Small accepts also as
input two numerical parameters, ε and t, which are relayed to it from Procedure
Decompose. Recall that ε > 0 is a sufficiently small constant and t is a sufficiently
large integer constant. The procedure computes an O(min{d · nε, d2})-coloring
of G in O(log∗ n) time. (The time is O(1) if d > nε. Another variant of this

procedure computes an O(d2 log(t) n)-coloring in O(t) time, for an arbitrarily
large positive integer t.) Observe that for any integer p > 0, a proper p-coloring
of a graph G is also a (0, p)-network-decomposition of G. (There are p labels, and
each cluster consists of a single vertex. Thus the diameter of the decomposition
is 0.) Procedure Dec-Small returns a (0, p)-network-decomposition S on line 5.
It also returns a labeling function labelS for vertices of a subset A. (We will soon
describe how this subset is obtained.) The labeling labelS also serves as a proper
coloring for the supergraph induced by S.

The second procedure which is invoked by our algorithm is called Procedure
Partition. This randomized procedure accepts as input an s-vertex supergraph

Ĝ = (V̂ , Ê) and a parameter q < |V̂ |
2c·logn , and partitions V̂ into two subsets A and

B, such that Ĝ(A) and Ĝ(B) have the following properties. The subgraph Ĝ(A)
has maximum degree O(q logn). The subgraph Ĝ(B) consists of O(|V |/q) =
O(s/q) clusters of diameter at most 2 with respect to Ĝ. The procedure contracts
each such cluster into a supernode. Let B denote the resulting set of supernodes
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and G(B) = (B, E(B)) the resulting supergraph. Specifically, the vertex set of
G(B) is B, and its edge set is E(B) = {(C,C ′) | C,C′ ∈ B, ∃u ∈ C, u′ ∈
C′, such that (u, u′) ∈ Ê}. Procedure Partition returns the subset A ⊆ V̂ and
the set of supernodes B.

The clusters in B are obtained by computing a dominating set D of B of size
O(|V |/q). Each vertex in D becomes a leader of a distinct cluster. Each vertex
in B \D selects an arbitrary neighbor in D and joins the cluster of this neighbor.
Consequently, in all clusters all vertices are at distance at most 1 from the leader
of their cluster. Hence all clusters have diameter at most 2. Initially, each vertex
of V joins the set D with probability 1/q. Then the set B is formed by the
vertices of D and their neighbors. Finally, the set A is formed by the remaining
vertices, i.e., A = V \ B. In this stage the procedure returns the set of nodes
A and the set of supernodes B which is obtained from B, and terminates. This
completes the description of Procedure Partition.

Algorithm 1. Procedure Decompose(Ĝ, n, k, s, ε, t)

1: /* c is an arbitrarily large positive constant */
2: if s ≤ 2c · n1/k log n then
3: return Dec-Small(Ĝ, n, s, ε, t)

/* Compute directly a (0, O(s2))-network-decomposition of Ĝ. */
4: else
5: (A,B) := Partition(Ĝ, q := n1/k)

/* Partition Ĝ into A and B. The maximum degree of Ĝ(A) is O(n1/k log n).*/
6: (S, labelS) := Dec-Small(Ĝ(A), n, n1/k log n, ε, t)

/* Compute directly a (0, O(n2/k · log2 n))-network-decomposition of Ĝ(A). */
7: (L, labelL) := Decompose(G(B), n, k, s

n1/k )
/* A recursive invocation on the supergraph G(B) that contains at most s

n1/k

supernodes. */
8: for each vertex v of Ĝ, in parallel, do
9: if v ∈ S then
10: label(v) := labelS(v)
11: else if v ∈ L then
12: label(v) := labelL(v) + Λ

/* Λ = γ ·
⌊
n2/k · log2 n

⌋
, where γ is a sufficiently large constant to be

determined later. */
13: end if

/* The labeling function label on S ∪ L is defined by: for a cluster C ∈ S
(respectively, C ∈ L) it applies to it the function labelS() (resp., labelL()+Λ).
*/

14: end for
15: return (S ∪ L, label)
16: end if

The recursive invocation of Procedure Decompose on line 7 returns a network
decomposition L for the supergraph G(B). The for-loop (lines 8-14) adds (in
parallel) Λ = γ · ⌊n2/k log2 n

⌋
to the color of each cluster of the network decom-

position L0 of G(B), where γ is a sufficiently large constant to be determined
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later. Since the number of colors used in each recursive level is at most Λ, this
loop guarantees that colors used for clusters created on different recursion levels
are different. This is because the labeling returned by procedure Dec-Small on
line 6 for clusters of S employs the palette [Λ] while the labeling computed in
lines 11 - 13 for clusters of L employs labels which are greater than Λ. The ter-
mination condition of the procedure is the case s = O(n1/k log n), i.e., when the
number s of vertices in the supergraph Ĝ is already small. At this point the max-
imum degree of Ĝ is small as well (at most s−1), and so coloring the supergraph
(by Procedure Dec-Small) results in a sufficiently good network decomposition.

Observe that our main algorithm will invoke the procedure on the original
graph G. Hence in the first level of the recursion Ĝ = G, and each supernode
is actually a node of G. In the second recursion level it is executed on the
supernodes of nodes of the original graph G. In the third level it is executed on
supernodes of supernodes, etc. Consequently, starting from the second recursion
level supernodes have to be simulated using original nodes of the network. To
this end each cluster that forms a supernode selects a leader which is used for
simulating the supernodes. Moreover, the leader is used to simulate all nested
supernodes to which it belongs. Our supernodes are obtained by at most k levels
of nesting. In each level of nesting a supernode is a cluster of diameter at most
2 in a graph whose nodes are lower-level supernodes. Hence a simulation of a
single round on such a supergraph will require up to 3k+1 rounds.

Next we provide several lemmas that will be used for the analysis of the
algorithm. We leave the parameters ε and t unspecified in all lemmas in this
section, because they have no effect on the analysis.

Lemma 31. Suppose that all invocations of auxiliary procedures of Procedure
Decompose have succeeded. Then the invocation computes a (3k−1−1, O(k ·n2/k ·
log2 n))-network-decomposition.

Recall that the auxiliary procedures Dec-Small and Partition succeed with
probability 1 − 1/nc, for an arbitrarily large constant c. Each of these proce-
dures is invoked at most k ≤ log n times during the execution of Procedure De-
compose. Therefore, the probability that all executions of Procedure Dec-Small
and Procedure Partition succeed is at least (1 − 1/nc)2 logn ≈ 1 − 1

nc/2 log n .

Since c is an arbitrarily large constant, all executions of the auxiliary proce-
dures succeed, with high probability. Hence Procedure Decompose computes a
(3k, O(k · n2/k · log2 n))-network-decomposition, with high probability.

The next lemma analyzes the running time of the algorithm.

Lemma 32. Let Tpart(n, q) (respectively, Tdec(n, d)) denote the running time
of Procedure Partition invoked with parameters n and q (resp., Procedure Dec-
Small invoked with parameters n and d). We will assume that both these running
times are monotone non-decreasing in both parameters. Then the running time
of Procedure Decompose is O(3k · (Tpart(n, n

1/k) + Tdec(n, 2c · n1/k logn))).

Procedure Dec-Small and Procedure Partition are provided and analyzed in
the full version of this paper[10]. Next we state the main results obtained by
plugging these procedures into Procedure Decompose. See [10] for the proofs.
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Theorem 33. For any parameter k, 1 ≤ k ≤ logn, Procedure Decompose com-
putes a (3k, O(k ·n2/k · log2 n))-network-decomposition along with the correspond-
ing O(k·n2/k ·log2 n)-labeling function in time O(3k ·log∗ n), with high probability.
Alternatively, one can also have the second parameter equal to O(k · n2/k logn)
and the running time O(3k · k).

It follows that an (O(1), nδ)-network-decomposition of an arbitrary n-vertex
graph along with a proper nδ-labeling for it can be computed by a random-
ized algorithm, in O(1) time, with high probability. Additional variants of the
algorithm can be found in [10].

4 Applications

We use our network-decomposition techniques to obtain improved algorithms for
a variety of problems. The full description of all these applications appear [10].
Due to lack of space we provide here just a few notable results.

4.1 An Approximation Algorithm for the Coloring Problem

The results described in the previous sections (Theroem 33 ) imply an approx-
imation algorithm for the optimization variant of the coloring problem. A dis-
tributed approximation algorithm for the graph coloring problem (based on an
(O(1), O(n1/2+ε))-network decomposition) was given in [5]. We describe here a
generalization of that algorithm which works with any network-decomposition.
The generalized algorithm starts by computing a (3k−1, O(n1/k logn))-network-
decomposition Q with an O(n2/k log n)-labeling label(·) for it. Then in each
cluster C the entire induced subgraph G(C) is collected into the leader ver-
tex vC of C. The leader vertex vC computes locally the optimum coloring ϕC

for C. Finally, vC broadcasts (a table representation of ϕC) to all vertices of
C. Each vertex u that receives this broadcast computes its final color ψ(u) by
ψ(u) = 〈ϕC(u), label(u)〉. The running time of this algorithm is the sum of the
time required to compute the decomposition Q (i.e., O(3k · k2)) with the time
required for the computation of the colorings ϕC . The latter is dominated by
the diameter of Q, times a small constant. The overall running time is therefore
O(3k · k2). The result is summarized below.

Theorem 41. For any n-vertex graph G = (V,E) and an integer parameter
k = 1, 2, ..., an O(n2/k logn)-approximation of the optimal coloring for G can be
computed in O(3k · k2) time.

In particular, by setting the parameter k to be an arbitrarily large constant
we get a distributed O(nε)-approximation algorithm for the coloring problem
with a constant running time, for an arbitrarily small constant ε > 0. (The
running time is O(3�1/ε� · 1

ε2 ).) This greatly improves the current state-of-the-art
constant-time distributed approximation algorithm for the coloring problem due
to [5], which provides an approximation guarantee of O(n1/2+ε).

Note that the algorithm in Theorem 41 requires very heavy (exponential in n)
local computations and large messages. The heavy computations are inevitable,
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because unless NP = P , the coloring problem cannot be approximated (in
polynomial time) up to a ratio of n1−ε, for any constant ε > 0 [28,25,50]. On
the other hand, in triangle-free graphs we can obtain an algorithm with short
messages and polynomially-bounded local computation. See [10].

Theorem 42. An O(n1/2+ε)-coloring of triangle-free n-vertex graph can be com-
putedinO(1/ε)distributedrandomizedtime, usingshortmessagesandpolynomially-
bounded local computations.

4.2 An Approximation Algorithm for the Minimum Dominating
Set Problem

In this section we employ our network-decomposition algorithm in order to derive
approximation algorithms for the minimum dominating set problem. We need
the following notion. For positive integer parameters α, β, σ, an (α, β)-network-
decomposition Q of a graph G = (V,E) is called σ-separated if the clusters
of Q can be β-colored in such a way that every pair of clusters C,C′ ∈ Q
which are colored by the same color are at distance at least σ from one another,
i.e., distG(C,C

′) ≥ σ. Observe that an ordinary network decomposition is 2-
separated.

Suppose that we are given a 3-separated (d, �)-network-decomposition Q of a
graph G. For each cluster C ∈ Q, we compute in parallel a dominating set D ⊆
Γ+(C) of C, such that D has minimum cardinality among all dominating sets
D′ ⊆ Γ+(C) of C. The computation ofD is performed by collecting the topology
of the clusters and their neighborhoods by the leaders of respective clusters,
performing the computation locally using exhaustive search2, and broadcasting
the results to the vertices of the clusters and their neighbors. Since the weak
diameter of the clusters is at most d, this requires O(d) rounds. The next lemma
show that the resulting set obtained by taking the union of the dominating sets
in all clusters constitutes an �-approximate minimum dominating set of the input
graph G.

Lemma 43. For a 3-separated (d, �)-network-decomposition Q, suppose that we
have computed a minimum dominating set DC ⊆ Γ+(C) of C, for each cluster
C ∈ Q. Then |⋃{DC | C ∈ Q}| ≤ � · |MDS(G)|.

In the full version of this paper [10] we devise a routine that computes a strong
((O(log n))k−1, n1/k)-network-decomposition in deterministic time (O(log n))k−1,
for any k = 1, 2, .... Using this network-decomposition in conjunction with Lemma
43 we obtain the following theorem.

Theorem 44. For an n-vertex graph G, and a positive integer parameter k an
O(n1/k)-approximation for the minimum dominating set problem can be com-
puted in deterministic time (O(log n))k−1.

2 One can employ polynomial-time local computations instead of exhaustive search in
the expense of increasing the approximation ratio by a factor of O(logΔ). See the
discussion following Theorem 44 .
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To avoid heavy local computations by leaders of clusters, we can run a cen-
tralized O(logΔ)-approximation algorithm for the MDS problem in each cluster.
(More precisely, since we need a dominating set for C which can use vertices of
Γ+(C), we in fact obtain an instance of the Set Cover problem. This instance
has left and right degrees bounded by Δ + 1, and thus one can compute an
O(logΔ)-approximate set cover for this instance in centralized polynomial time.
As a result the approximation ratio becomes O(n1/k logΔ), while the time stays
(O(log n))k−1.

In the full version of this paper[10] we employ our network-decompositions
for coloring triangle-free graphs. We also show how our network-decomposition
algorithm can be employed to obtain low-intersecting partitions. The latter par-
titions were used in [16] to construct universal Steiner trees. Finally, we devise
a distributed approximation algorithm for the minimum t-spanner problem.

Acknowledgments. The authors are grateful to David Peleg for fruitful dis-
cussions that helped obtain some of the results in this paper.
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