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Abstract

A covering path for a finite set P of points in the plane is a polygonal path such that every
point of P lies on a segment of the path. The vertices of the path need not be at points of
P . A covering path is plane if its segments do not cross each other. Let π(n) be the minimum
number such that every set of n points in the plane admits a plane covering path with at most
π(n) segments. We prove that π(n) ≤ ⌈6n/7⌉. This improves the previous best-known upper
bound of ⌈21n/22⌉, due to Biniaz (SoCG 2023). Our proof is constructive and yields a simple
O(n log n)-time algorithm for computing a plane covering path.

1 Introduction

The problems of traversing points in the plane by polygonal paths are fundamental to discrete
and computational geometry, and have been studied from both combinatorial and computational
points of view. For instance one can refer to traversing a set of points by a non-crossing path
[3, 14], or by a path that minimizes the total edge length [7, 28, 30, 31],10 minimizes the longest
edge length [10, 11], maximizes the shortest edge length [4, 5], minimizes the number of turns (or
bends) [18, 32],11 or minimizes the total or the largest turning angle [1, 2, 20].

In this paper we focus on traversing a set of points by a non-crossing polygonal path with a
small number of segments. This problem has been studied before [12, 13, 18, 32], and is related to
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the classic nine-dot puzzle that asks to cover the vertices of a 3×3 grid by a polygonal path with
no more than 4 segments [29], as in Figure 1.

Figure 1: A non-plane covering path with four segments for the nine-dot puzzle.

Let P be a finite set of points in the plane. A covering path for P is a polygonal path (i.e., a
path with straight-line segments) such that every point of P lies on some segment of the path. A
vertex of a covering path can be any point in the plane (i.e., not necessarily a point in P ). The
segments of a covering path are also referred to as links [6] or bends [32] in the literature. A covering
path with the smallest number of links is called a minimum-link or a minimum-bend covering path.
A covering path is called plane or non-crossing if its segments do not cross each other. Figure 1
illustrates a covering path with 4 segments that is not plane.

In addition to their puzzling nature, dating back to 1914 [29], covering paths with a small number
of segments are of interest in robotics and heavy machinery, where turning is an expensive operation
[32]. Covering paths have also received considerable attention in recent years [6, 13, 18, 25]. Morić
(in CCCG 2010) [17] and Welzl (in GWOP 2011) [17], and later Dumitrescu, Gerbner, Keszegh,
and Tóth [18] raised challenging questions about covering paths, including the following.

Question 1. What is the minimum number π(n) such that every set of n points in the plane can
be covered by a non-crossing path with at most π(n) straight-line segments?

It is not hard to see that n/2 ≤ π(n) ≤ n−1, because any set of points can be covered by a
plane path of n−1 segments (say by connecting the points from left to right), and each straight-line
segment can cover at most two points (if no three points are collinear). Dumitrescu et al. [18]
presented the first non-trivial lower and upper bounds:

5n

9
−O(1) < π(n) <

(
1− 1

601 080 391

)
n.

The upper bound has been improved to ⌈21n/22⌉ by Biniaz [12, 13]. The upper bounds are universal
(i.e., any point set admits these bounds), while the lower bounds are existential (i.e., there exist
point sets that achieve these bounds).

1.1 Our Contributions

We present an algorithm that constructs a plane covering path of at most ⌈6n/7⌉ segments for any
set of n points in the plane, which implies that π(n) ≤ ⌈6n/7⌉. The algorithm runs in O(n log n)
time. This is optimal, because the problem of computing a plane covering path (even without the
minimality constraint) has an Ω(n log n) lower bound in the worst case in the algebraic decision
tree model of computation—by a reduction from sorting [18].
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Simplicity and differences to previous algorithms. Our algorithm shares similarities with
the algorithms of Biniaz [12, 13] and Dumitrescu et al. [18] in terms of iteratively scanning the
points from left to right. One limitation of the previous approaches is the use of caps and cups to
save a segment in each iteration. A k-cap is a concave x-monotone chain of k points, and a k-cup
is a convex x-monotone chain of k points. Dumitrescu et al. construct an 18-cap or 18-cup in each
iteration of their algorithm [18], while Biniaz uses 5-caps or 5-cups [12, 13]. To ensure the existence
of such caps or cups, at least 601080391 and 21 points are required, respectively, as implied by the
Erdős-Szekeres theorem [19]. In contrast, our algorithm uses convex chains of points that are not
necessarily x-monotone (hence neither a cap nor a cup).

Besides using a cap or a cup in each iteration, the previous algorithms [13, 18] partition the re-
maining scanned points (within the iteration) into certain subsets such that each subset is contained
in a convex region, and the convex regions of all subsets are disjoint. The algorithms compute a
covering path within each region, and then concatenate the paths and the cap or cup. The parti-
tioning and the concatenation are nicely crafted so that the resulting path is plane. Our iterations
are more straightforward and do not use complex partitioning—we consider three main cases based
on the size of the convex hull of 5 points.

1.2 Related Problems and Results

If we allow crossings, one can obtain better upper bounds on the number of segments of covering
paths. For example by repeatedly applying the Erdős-Szekeres theorem [19], one can obtain a
covering path with at most n/2 +O(n/ log n) segments [17, 18]. The optimization problem, which
is to compute a minimum-link covering path for a set of points, is shown NP-hard by Arkin et al. [6].
The best known approximation algorithm, due to Stein and Wagner [32], has a ratio of O(log z)
where z is the maximum number of collinear points.

A covering tree for a point set P is a tree with straight-line edges that cover every point
of P . Covering trees are useful in red-blue separation [22], and in the construction of rainbow
polygons [13, 21]. Let τ(n) be the minimum number such that every set of n points in the plane can
be covered by a plane tree with at most τ(n) edges. It is known that 9n/17−O(1) ≤ τ(n) ≤ ⌈4n/5⌉
where the lower and upper bounds come from [18] and [13], respectively. The exact values of π(n)
and τ(n) for the vertices of the square grid have been determined by Keszegh [25].

Two other well-studied related problems to mention are covering points with minimum-link12

axis-aligned paths [8, 9, 16, 24] or with a minimum number of lines [15, 23, 26, 27].

2 The Algorithm

In this section we prove the following theorem.

Theorem 1. Every set of n points in the plane admits a non-crossing covering path with at most
⌈6n/7⌉ segments. Thus, π(n) ⩽ ⌈6n/7⌉. Such a path can be constructed in O(n log n) time.

Our proof is constructive. We present an algorithm that computes, for any set P of n points in
the plane, a non-crossing covering path with at most ⌈6n/7⌉ segments.

12For axis-aligned paths this is usually referred to as minimum-turn.
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Preliminaries. We denote the convex hull of a point set S by CH(S). For two points p and q
we denote by ℓ(p, q) the line through p and q, by pq the line segment with endpoints p and q, and
by −→pq the ray that emanates from p and passes through q. The concatenation of two paths, δ1 and
δ2, that share an endpoint is denoted by δ1 ⊕ δ2.

Our algorithm is iterative and scans the points from left to right. Note that via a suitable
rotation we may assume that no two points of P have the same x-coordinate. In the first iteration
we scan only one point. In each subsequent iteration except for the last, we scan 6 or 7 new points
and cover them with 5 or 6 new segments, respectively. Thus the ratio of the number of new
segments to the number of covered points in these intermediate iterations is at most 6/7. In the
last iteration we scan the (at most 6) remaining points.

We assume that, among the scanned points in each iteration, no three are collinear. Collinear
points are typically easier to handle because one can cover three points by one segment — such
cases can be handled by an argument similar to that of [13]. Let m represent the number of points
that have been scanned so far and let l′ represent the rightmost scanned point. We maintain the
following invariant at the beginning of every iteration after the first.

Invariant. All m points that have been scanned so far are covered by a non-crossing path δ with
at most ⌊6m/7⌋ segments. The path δ lies to the left of the vertical line through l′. The degree of
l′ in δ is one if m ⩾ 2 and zero if m = 1.

The invariant holds after the first iteration, trivially. We now focus on how to handle each
intermediate iteration; this is the main part of our algorithm and proof. The last iteration is
described at the end. Note that the invariant has the floor-function, whereas Theorem 1 has the
ceiling-function. As we will see, at the beginning of each iteration, the m points scanned so far
are covered by at most ⌊6m/7⌋ segments. After the last iteration, we have m = n and this upper
bound becomes ⌈6n/7⌉.

In each intermediate iteration the new points are appended to the current path δ in a suitable
way, without altering the structure of δ. In our descriptions we will use ∆ to denote the resulting
path.

We start by scanning 6 new points. Denote these points by l, a, b, c, r, r′, where l is the leftmost,
r′ is the rightmost and r is the second rightmost point, as in Figure 2. Let S = {l, a, b, c, r}. Thus,
S has all newly scanned points except for r′. Let L and R be the vertical lines through l and r,
respectively. We refer to the region between L and R as the slab. Observe that l and r are both
vertices of the boundary of CH(S). We consider three cases depending on the number of vertices
on CH(S).

Case 1. CH(S) has 3 vertices. Without loss of generality, assume that a is the third vertex of
CH(S), located below ℓ(l, r). Thus b and c are inside triangle △(a, l, r). The line ℓ(b, c) intersects
exactly two edges of △(a, l, r). We consider three subcases.

• ℓ(b, c) intersects ℓ(l, r) and ar, as shown in Figure 2(a). The points l, b, c, and a form the
vertices of a convex quadrilateral. After a suitable relabeling, we may assume that they
appear in this order along the boundary of the quadrilateral. Then the intersection x of
ℓ(a, c) and ℓ(l, b) lies in △(a, l, r). We form the path path (l′, l, x, a, r, r′) and append it to δ.
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Thus we cover the six new vertices (l, b, c, a, r, r′) with five segments. The savings come from
avoiding using segment bc.

c

b
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l′ r′

L R
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b
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u
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a

b
c

uy′

l′

l

y

(a) (b) (c)

Figure 2: CH(S) has three vertices. (a) ℓ(b, c) intersects lr and ar. (b) ℓ(b, c) intersects al and ar,

and
−→
l′l intersects by. (c) ℓ(b, c) intersects al and ar, and

−→
l′l intersects by′.

• ℓ(b, c) intersects lr and al. This is symmetric to the previous case. We let l′ and l play the role
of r′ and r. Points a, b, c, r form a convex quadrilateral, and we create the path (l′, l, a, x, r, r′).

• ℓ(b, c) intersects al and ar. We may assume, without loss of generality, that b is to the left of

c. Then
−→
ab intersects L or −→ac intersects R. Because of symmetry, assume that

−→
ab intersects

L. Their intersection, y, must be above l. Denote by y′ the intersection point of ℓ(b, c) with

L, as in Figure 2(b). Observe that y′ is below l. In this setting
−→
l′l intersects either by or by′,

at a point u. If
−→
l′l intersects by, we set ∆ = δ⊕ (l′, u, a, c, r, r′) as in Figure 2(b), otherwise we

set ∆ = δ⊕ (l′, u, c, a, r, r′) as in Figure 2(c). Either way we cover 6 vertices with 5 segments,
by avoiding lb on our path.

Case 2. CH(S) has 5 vertices (i.e., l, a, b, c, r). By reflection and relabeling, there are two
subcases to consider.

• The three vertices a, b, and c lie on the same side of lr (wlog below). We may assume that
they appear in the order a, b, c from left to right; see Figure 3(a). Then the intersection point
x of ℓ(l, a) and ℓ(b, c) lies in the slab. We set ∆ = δ ⊕ (l′, l, x, c, r, r′).

• Two vertices, say a and b, lie on one side of lr (wlog below), and c lies on the other side.
Assume that a is to the left of b. The intersection, u, of ℓ(l, a) and ℓ(r, b) must be in the slab,
by convexity. If l′ is above ℓ(l, c) then we set ∆ = δ⊕ (l′, c, l, u, r, r′), as shown in Figure 3(b).
Symmetrically, if r′ is above ℓ(r, c), we set ∆ = δ ⊕ (l′, l, u, r, c, r′).
Finally if l′ is below ℓ(l, c) and r′ is below ℓ(r, c), let v be the intersection point of ℓ(l′, l) and
ℓ(r, c); see Figure 3(c). By convexity, v is in the slab, so we can set ∆ = δ ⊕ (l′, v, r, a, b, r′).

Case 3. CH(S) has 4 vertices: l, r, a, b. We consider two subcases.
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Figure 3: CH(S) has five vertices. (a) a, b, c lie on the same side of lr. (b) l′ is above ℓ(l, c). (c) l′

is below ℓ(l, c) and r′ is below ℓ(r, c).

Case 3a. a and b lie on different sides of lr. Wlog, a is below. The point c lies either in triangle
△(a, b, l) or in triangle △(a, b, r). The configurations are symmetric so we show how to handle the

former. It is implied that c is to the left of
−→
ab, which in turn implies that at least one of −→ac or

−→
bc

intersects L. Wlog, assume that −→ac intersects L. The intersection point, y, must be above l. There
are two subcases to consider:

•
−→
bc intersects L, at point y′, which must be below l. Then either

−→
l′l intersects cy as in

Figure 4(a), or it intersects cy′ as in Figure 4(b). Either way, let the intersection point be x.
Respectively, we set ∆ = δ ⊕ (l′, x, a, b, r, r′) or we set ∆ = δ ⊕ (l′, x, b, a, r, r′).

•
−→
bc intersects R, as in Figure 4(c). In this case the intersection point u of ℓ(b, c) and ℓ(r, a)
lies in the slab. We set ∆ = δ ⊕ (l′, l, b, u, r, r′).
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Figure 4: CH(S) has four vertices, the points a and b lie on different sides of lr, the point c is in

△(a, b, l), and −→ac intersects L. (a)
−→
bc intersects L, and

−→
l′l intersects cy. (b)

−→
bc intersects L, and

−→
l′l

intersects cy′. (c)
−→
bc intersects R.
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Case 3b. a and b are on the same side of lr, (wlog, below; and also a is to the left of b). By
convexity, the intersection point, x, of ℓ(l, a) and ℓ(r, b) is in the slab. If l′ lies above ℓ(l, c), as
in Figure 5(a), we set ∆ = δ ⊕ (l′, c, l, x, r, r′). Symmetrically, if r′ lies above ℓ(r, c), then we set
∆ = δ ⊕ (l′, l, x, r, c, r′). It remains to consider the case when l′ is below ℓ(l, c) and r′ is below
ℓ(r, c). We consider two subcases.
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b
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r
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b
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l′
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(a) (b) (c)
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l r
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r′
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l r

l′ r′
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c
b

a

l r
l′

r′

r′′z

(d) (e) (f)

Figure 5: CH(S) has four vertices, a and b lie on the same side of lr. (a) l′ is above ℓ(l, c). In

(b)-(e) we have l′ below ℓ(l, c) and r′ below ℓ(r, c). (b)
−→
bc intersects al. (c)

−→
bc intersects

−→
r′r within

the slab. (d) r′′ is below ℓ(r, r′). (e) r′′ is above ℓ(r, r′), and r′ is above ℓ(a, b). (f) r′′ is above
ℓ(r, r′), and r′ is below ℓ(a, b).

•
−→
bc intersects al, as in Figure 5(b). In this case, the intersection point u of

−→
lc and

−→
rb is in the

slab because c is to the right of l, and b is to the left of r. Moreover, since l is above
−→
bc, u does

not lie on either of the segments lc and rb. We set ∆ = δ ⊕ (l′, a, l, u, r, r′). Symmetrically, if
−→ac intersects br we can set ∆ = δ⊕ (l′, l, u, r, b, r′), but this does not seem to help or simplify
the next case.

•
−→
bc does not intersect al. In this case

−→
bc lies in the wedge with counterclockwise boundary ray−→

bl and clockwise boundary ray
−→
br. Because l′ is below ℓ(l, c) and r′ is below ℓ(r, c), it follows

that
−→
bc intersects at least one of the rays

−→
l′l and

−→
r′r within the slab. If the intersection is

with
−→
r′r then the intersection point z must be inside the shaded region in Figure 5(c), i.e.,

above lr or in the triangle △(l, c, r). Accordingly, we set ∆ = δ ⊕ (l′, l, a, b, z, r′). Otherwise,

let z be the intersection of
−→
bc with

−→
l′l. This is the case when we need to scan a new point.
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Let r′′ be the next point, after r′. If r′′ is below ℓ(r, r′), then the intersection point v of ℓ(b, r)
and ℓ(r′′, r′) is in the vertical slab between r and r′; we set ∆ = δ ⊕ (l′, l, a, c, b, v, r′′) as in
Figure 5(d). Otherwise, r′′ is above ℓ(r, r′). Now if r′ is above ℓ(a, b), then the intersection
point w of ℓ(l, a) and ℓ(r′, b) lies in the slab, below ℓ(a, b); we set ∆ = δ ⊕ (l′, l, w, r′, c, r, r′′)
as in Figure 5(e). Because r′ is below ℓ(c, r), cr′ does not intersect rr′′. If r′ is below ℓ(a, b),
we set ∆ = δ ⊕ (l′, z, b, a, r′, r, r′′) as in Figure 5(f). In each case we cover seven new points
(including r′′) with six edges.

This is the end of an intermediate iteration. In each case, we append to δ a non-crossing path
that lies in the vertical slab between l and the rightmost scanned point. Thus ∆ is non-crossing.
Moreover the degree of the rightmost point in ∆ (which is r′ or r′′) is one. In each case we have
scanned 6 or 7 new points and covered them by 5 or 6 new segments, respectively. If we have
scanned 6 points, then the total number M of scanned points is M = m + 6, and the number of
segments of ∆ is

|∆| = |δ|+ 5 ⩽

⌊
6m

7

⌋
+ 5 =

⌊
6m+ 35

7

⌋
⩽

⌊
6M

7

⌋
.

If we have scanned 7 points, then M = m+ 7, and we have

|∆| = |δ|+ 6 ⩽

⌊
6m

7

⌋
+ 6 =

⌊
6m+ 42

7

⌋
=

⌊
6M

7

⌋
.

Therefore, the invariant holds after every intermediate iteration.

In the last iteration of the algorithm we are left with n′ points where 1 ⩽ n′ ⩽ 6. We cover these
points by an x-monotone path with n′ − 1 segments and connect it to the rightmost scanned point
(of the path that has been constructed so far) by an additional segment. This gives a non-crossing
covering path for all points. The total number of segments in this path is at most

⌊
6(n− n′)

7

⌋
+ (n′ − 1) + 1 =

⌊
6(n− n′) + 7n′

7

⌋
=

⌊
6n+ n′

7

⌋
⩽

⌊
6n+ 6

7

⌋
⩽

⌈
6n

7

⌉
.

Each iteration takes O(1) time. Therefore, after rotating and sorting the points in O(n log n) time,
the rest of the algorithm takes O(n) time. This concludes the proof of Theorem 1.

Remark 1. One could scan exactly 7 points in every intermediate iteration, and obtain the same
upper bound. Our choice to scan 6 points whenever possible serves as a demonstration for the
complexity of producing a non-crossing covering path with at most 5n/6 segments.

Remark 2. In contrast to the algorithms of [13] and [18], our algorithm does not rely on the
existence of caps or cups to reduce the number of segments used. This has been illustrated in
Figure 2(a) when c is to the right of a; in Figure 5(c) where z is to the left of c; and in Figure 5(f)
when z is to the right of c.

Remark 3. For the 7 points l′, l, a, b, c, d, r, r′ in Figure 5(d) we have not found a non-crossing
path that starts at l′, ends at r′, covers all the points, and stays within the slab defined by l′ and
r′. This suggests the necessity of considering r′′ in our algorithm.
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3 Open Problems

A natural open problem is to narrow the gap between the lower bound 5n/9 and the upper bound
6n/7 for π(n). It is not hard to see that a covering path with a minimum number of segments is a
subset of the arrangement of the lines through the

(
n
2

)
pairs of points. Thus one can find a covering

path with a minimum number of segments in exponential time. It would be interesting to present
a sub-exponential algorithm for computing such a path.
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